
Author’s response 

The following replies are mainly directly based on (i.e. cited from) the interactive discussion 
(“AC1”, “AC2”, and “AC3”). Replies reproduced here are truncated where we saw fit and line 
numbers updated to fit the uploaded revised manuscript (the non marked-up version). In other 
words; OBS: Line numbers to edits in AC1 and AC2 are not correct after final edits, but they are 
correct in this document. Single words have been changed from AC1 and AC2 at a couple of 
places where I found sentences to be unclear. Any substantial additions/changes to AC1, AC2, or 
AC3 is colored purple and marked with “Addition to (…)”. Reproduced referee comments are not 
edited in any way. The replies are structured to comply with the suggested structure of the 
“Author’s response” with (1) referee comment (2) author comment (3) implemented revisions. 
Referee comments are in blue-italic and author response in black font. Implemented changes are 
highlighted in red font. I have emboldened certain parts of the text in RC1 to make it easier to 
compare and see the structure in a point by point fashion. All figures referred to in the responses 
have been uploaded in a “supplement to author’s response” pdf file.  

RC1: 'Comment on os-2021-85', Anonymous Referee #1 

The manuscript by Knut Ola Dølven and colleagues is a very interesting in-situ study of methane 
seeps west of Spitsbergen. Its conclusions about variability of the dissolved gas concentrations 
are very important for planning any future measurement campaigns. The information on possible 
increase in methane seepage is interesting and its (cautious) discussion is correct, in my opinion. 
In short this study definitely publishable and should be published after only some minor 
corrections. 

 The few things I would like the authors to address are: 

1) The salinity used in this study is obviously practical salinity (no unit), not absolute salinity 
(g kg-1). This fact (the name "practical salinity") should be mentioned somewhere 
(something like “here and elsewhere in the papers the salinity values are practical 
salinity”). 

Line 98: “here and elsewhere in the paper, salinity values are practical salinity” 

2) Are the CH4 and CO2 trends described in lines 110 and 115 statistically significant, 
considering the high variability of the measurement values? The former (methane) 
probably is due to the large difference at the start and end of the time series, but I would 
not be sure about the latter (CO2). Also, generally no tests of statistical significance or 

In these lines we describe a 2-week median value including both 24-hour and daily 1-hour data, 
which prevents from calculating meaningful statistical significance due to persistence and an 
uneven sampling scheme. However, the trend described in the time period (up until January 
2016) is statistically significant, with a p-value <0.001 for an F-test with N-2 degrees of freedom 
(see e.g. James et al., 2013) and a Durbin-Watson statistic of 1.78 indicating no autocorrelation 
(upper limit, dU=1.72, see Durbin and Watson, 1971), using the averaged 1-hour data, including 
the first hour of the 24-hour weekly data for a total of 190 days/datapoints from July to January, 
assuming a linear trend. A caveat with relying on the daily 1-hour data in this way is the 23.93 
hour periodicity in the current velocity data, which gradually changes the most  

https://os.copernicus.org/#RC1


probable origin of the measured water. This effect is described in Sect. 4.1 ln 176 in the revised 
manuscript.  Using only averaged 24-hour data (avoiding the  

problem of daily periodicity in current direction), i.e. 1 value every 21 day to a total of 9 values 
(up to 28 December), gives a non-significant trend (p=0.09). It should, however, also be noted 
that we have assumed a linear trend, which is probably not the best regression model in this 
case. 

Due to the faulty pump and inherent uncertain response time for the CO2 sensor, we could not 
use the daily 1-hour data. Therefore, the only (if any) meaningful way to report significance for 
this data would be to average the data collected in the 24-hour measurements. In that case, the 
trend from July to November is not significant (p=0.39), but the decreasing trend from 
November to May is (p=0.0001). But as described in the manuscript, this data should be 
interpreted with caution due to the faulty pump. 

In general, we decided not to focus on reporting statistical significance for the different trends 
and correlations due to the uneven sampling scheme, wide range of characteristic time-scales in 
the chemical/physical mechanisms we investigated, nonlinearity, as well as persistence at 
different time-scales in the different datasets. For instance, temperature autocorrelates on time-
scales of weeks, while methane concentration autocorrelates on time-scales less than a few 
hours. Indeed, the correlation matrices in the Results section are meant as a first order overview 
of potential relationships. While there are ways to circumvent problems with persistence in 
time-series, e.g. by using autoregressive models or estimating the effective degrees of freedom 
(Bretherton et al., 1999), we would in any case have to individually adapt methodology for each 
time-series to obtain meaningful significance estimates. We therefore instead chose to focus on 
identifying the principal features, phenomenon, and hypothesis that should be further 
investigated and provide individual, tailored analysis of these (the Discussion section). 

3)  A minor nitpick. The statement in line 115 can't be right as it is written: “CO2 averaged 
403 µatm with a decrease from mid-November 2015 (∼400 µatm) until 6 May (∼391 
µatm) in 2016 (Figure 2a)”. Looking at the figure I know what you mean but still 
something that decreases from 400 to 391 should not have on average 403. Please 
rephrase. 

This is now clarified in line 121 

Line 121: “CO2 averaged 403  μatm with an increase towards mid-November 2015 (410 μatm) 
then a decrease until 6 May (391 μatm) in 2016 (Figure 2a).” 

4)  The cited literature is very rich and generally well chosen but I am surprised by the lack of 
a citation of the review paper James et al. 2016, https://doi.org/10.1002/lno.10307. It 
could be cited in multiple places in the manuscript as it covers many of its threads. For full 
disclosure I am one of its co-authors so please treat this as non-obligatory but I honestly 
think it’s lack is puzzling. 

James et al., 2016 is now appropriately cited in line 33 and 36. 

 

https://doi.org/10.1002/lno.10307


RC1: 'Comment on os-2021-85', Anonymous Referee #1 

Dølven et al. present two very interesting time-series of bottom water measurements of physical 
and chemical parameters from two autonomous in-situ ocean observatories at methane seeps 
west of Spitsbergen. The study shows high short- and longer-term variations, as well as higher 
methane concentrations compared to previous studies. Discussion and conclusions are 
refreshingly kept cautious and focusses on the temporal variability which might be caused by 
various factors. 
 
The study is generally well written and sections are clearly structured. However, I do have some 
major concerns about the quality of the methane data. By this, I recommend this study for 
publication after major revisions based on the comments, I listed below: 

Methane sensor 
 
Measuring methane and other gases in the water column is very challenging and prone to errors, 
especially when sensors are deployed over a longer period. The authors base the results of their 
study on CH4 concentration data obtained by two HydroC CH4 sensors. These “simple” sensors are 
known to have strong limitations for providing quantitative measurement, due to its low 
selectivity and strong dependency to changes in the physical conditions (e.g. biofouling, 
hydrostatic pressure, water temperature, salinity and dissolved oxygen content). How did the 
authors manage to calibrate and validate their measurements, e.g. by discrete sampling and 
subsequent laboratory analysis before, during and after deployment? The material & methods 
section of this study is rather weak concerning these measurements. I miss information about 
the accuracy, precision, resolution, and sensitivity of the deployed sensors. How do the sensors 
(especially for methane) behave during the power-on-off-cycles, so during the measurements for 
an hour every day, concerning the reproducibility? Here, the measurement accuracies and 
precision certainly deviate from a 24h measurement cycle. These deviations should also have a 
significant impact on the data and the calculated correlation coefficients. 
 
In addition, I wonder if the choice of sensors might result in the large offset from the other 
studies, as Gentz et al. used a calibrated (by discrete samples) in situ underwater mass 
spectrometer and Silyakova et al. based their study on discrete sampling of the water column 
(btw: correct the doi for this study). 

First we would like to point out a couple of general changes we made regarding this topic (also 
partly based on the review comment). Firstly, we have now clarified what detector, membrane, 
and pump system we used  

Line 87-91: “The CH4 sensors rely on a Tunable Diode Laser Absorption Spectrometry (TDLAS) 
detector, while the CO2 sensors use Non-dispersive infrared (NDIR) detectors. Both sensors were 
equipped with polydimethylsiloxate (PDMS) membranes, and a Seabird SBE 5M pump (see 
Appendix B)” 

Additionally, since Dølven et al. (2021) is now openly available to the public, we found it 
appropriate to shorten the description of the response time correction method and merge 
Appendix C into Appendix B.  

Structural change: Appendix C is merged with Appendix B  

https://os.copernicus.org/#RC1


Appendix B now contains all instrument/measurement related information not crucial to 
understand the content of the manuscript. We address all concerns mentioned by the reviewer 
in the reply/explanations below and have implemented corresponding changes/additions in the 
manuscript. 

• Low selectivity: This might have been an issue in previous versions of the sensor relying 
on NDIR, but Tunable Diode Laser Absorption Spectroscopy (TDLAS) detectors such as 
the one used in the Contros HydroC CH4 have relatively good selectivity (see Figure R1 
and e.g. Shemshad et al., 2012).  

Line 389-390: Added information about selectivity. 

•  The Accuracy of the data is described in Appendix B. We used the ISO 5725-1 definition 
of accuracy which includes both random and systematic errors (sometimes referred to 
as precision (random errors) and accuracy (systematic errors)). Appendix B describes 
both instrument accuracy and accuracy of the response time corrected data, which we 
use in the results and discussions of the manuscript (Table B1). We agree that these 
uncertainties could have been more elaborately described, and have therefore added 
more detailed information on this in line 410-414 in the revised manuscript and a 
figure showing the distribution of expected errors in the response time corrected data 
(Figure B1b, see also Dølven et al., 2021). We have also added an explicit address of 
the uncertainty in the methods part of the main text of the manuscript (line 105-108). 
Additionally, we added the 95% uncertainty range for all discrete (i.e. not averages) 
concentrations mentioned in the text. 

Addition to RC2: temporal Resolution is explicitly described in Appendix B (3 minutes).  

Line 410-414: “The uncertainty estimate varies depending on the amount of CH4 
measured by the TDLAS unit in the measurement chamber of the instrument. The 
distribution of the uncertainty estimates is shown as percentages in Figure B1b. 
Estimated uncertainty ranged from 3 to 205 nmol L-1 (95% confidence, high for high 
concentrations in measurement chamber and vice versa) or usually between 5 and 20% 
although with some outliers when the concentration is low and uncertainty estimate 
high (Figure B1b).” 

Line 105-108: “Uncertainty ranges for the CH4 data are reported as 95% confidence 
intervals and typically vary between 5 and 20% (full distribution of uncertainties are in 
Figure B1b).” 

Appendix B: Added Figure B1b showing distribution of expected errors in CH4 of the 
response time corrected data. 

• Strong dependency to changes in the physical conditions 

o Biofouling: We observed little to no biofouling on the instruments and 
observatories upon recovery (probably due to cold water and local 
environment). Figure R2 shows the pumps from the HydroC CH4 and 
CO2 directly after recovery, i.e. after 10 months in the water. We added a 
sentence stating that there was only minimal biofouling and no other 
indications of problems with the sensors other than the electrical 



malfunction at O246 and the conductivity sensor (all sensors, not only the 
HydroCs) at retrieval in line 390-393. 

Line 390-393: “Biofouling was also minimal at retrieval (due to the cold 
water and local setting)” 

o Hydrostatic pressure: The change in hydrostatic pressure during the 
deployment was small, i.e. between 1.2 and 1.5 dbar over the course of one 
tidal cycle (~12 hours). The pressure fluctuations in the measuring chamber 
were also small (R<0.05 dbar) and had a statistically negligible relationship 
with concentration (which could also be related to other environmental 
processes, cf. Figure R3). 

o Water temperature: The bottom water temperature varied with less than 
~3 oC and the internal temperature was kept constant at correct instrument 
operating temperature for data recorded and used in analysis (we discarded 
measurements obtained during instrument warm-up). Water temperature 
indeed affects the response time of the instrument due to changes in 
membrane permeability, we now explicitly address the effect of 
temperature changes and how we accounted for this in the response time 
correction procedure in line 400-401 (see also Dølven et al., 2021). 

Line 400-401: “(…) following the methodology presented in Dølven et al. 
(2021), modulating the response time using the temperature data (…)”  

o Salinity: The relatively small changes in salinity observed at the 
measurement sites should only have a negligible effect on membrane 
permeability (Robb, 1968). This is now also mentioned in Appendix B (line 
401-402). 

Line 401-402: “(…)(effects of salinity on membrane permeability was not 
taken into account since these are negligible for the local ranges, see Robb 
(1968)(…)” 

o Dissolved oxygen content: This should have no effect on the measurements 
unless there is a complete depletion of oxygen which is not the case at the 
observatory sites (Figure 2 in manuscript). Dissolved oxygen can influence 
sensors relying on metal dioxide detectors (Boulart et al., 2010), but should 
not affect the TDLAS used in the HydroC CH4. We added this information in 
line 387-388. 

Line 390: “(…)and are unaffected by dissolved oxygen content (unless 
complete depletion)(…)” 

• Long-term drift/calibration: Standard calibration procedures (for relevant conditions) 
were followed prior to deployment. While long-term stability might be an issue with 
NDIR detectors, post/intermittent calibration was neither recommended by the 
manufacturer nor found necessary (the latter also practically very difficult) due to the 
high stability of the TDLAS unit and PDMS membranes which are almost unaffected by 
cold water (this is also the case for teflon membranes). We added this information in 



line 388-390. This is supported by 4h-Jena (and previously Contros) who have 
aggregated and cross-checked data from sensors that have been returned after long-
term deployments over several years and found that any drift or changes are 
insignificant (<1 ppm both for low and high concentrations) (pers. comm. Jack Triest, 
4h-Jena GmbH).  

Line 388-390: “The TDLAS detectors (Contros GmbH, 2016) provide measurements with 
good selectivity (fit for purpose), high long-term stability (intermittent calibration not 
necessary)” 

Line 391: “(…)the PDMS membranes are almost unaffected by cold water. ”  

• The power-on-off-cycles: As previously mentioned, all measurements obtained during 
the instrument warm-up period were discarded; in practice, the instrument was 
turned on approximately 35 minutes before used data was recorded (the 1- and 24-
hour periods therefore vary slightly by 1-2 minutes in length). The sensor operation 
should therefore not be affected by the length of the measuring periods. We added 
this information in line 393-395. 

Line 393-395: “Furthermore, we discarded all data recorded during instrument warm-
up (i.e. when internal temperature was below correct operating temperature), before 
the individual measurement periods (the instruments were turned on 35 minutes prior 
to recording the data used in the analysis).” 

Addition to RC2: The paragraph below from AC2 justifies why sensitivity is not very important 
for our study (I must admit I forgot to explicitly address this in AC2). To address this explicitly we 
should have mentioned in AC2 that while TDLAS detectors can provide good sensitivity, the 
response time correction involves some noise amplification to extract the fast response signal 
(this is reflected in the reported accuracy), which means that the data we present is not very 
well suited to, nor aimed at describing low concentrations with very high accuracy. Nonetheless, 
we are not concerned with very low concentrations in our study and very seldom measure 
concentrations below 16 nmol L-1 (the 2.5th percentile at O91 and O246 is 16 and 107 nmol L-1, 
respectively) and the lowest concentration we measure is 5 nmol L-1, which is still considerably 
higher than the detection limit of the sensor. 

Even though modern HydroC CH4s with our pump/membrane/detector setup can give decent 
accuracy and be applicable in a wide range of settings, it might still be relevant to acknowledge 
that the analysis and discussions in the current manuscript mainly concerns large changes and 
high concentrations. Considering this, we believe the response time corrected Contros HydroC 
CH4 data should be more than sufficient to support the scientific results and inferences described 
in our manuscript. Additionally, the data show that the sensor can produce high variability, high 
concentration, and low concentration data throughout the time-series and also produce a stable 
minimum (background) concentration at around 10 nmol L-1 (Figures 2, 4, 6, and Appendix B). 
Based on this and what iterated above, we found no apparent reason to question the reliability 
of the sensor for the purpose of the study and believe the additions in the method section and in 
Appendix B, as well as addition of uncertainty ranges for concentrations mentioned in the 
results/discussion sections should be sufficient to address this.    

 



Reply on AC2 from authors (AC3) (https://doi.org/10.5194/os-2021-85-AC3): 

There is a typo in AC2 where it is stated that there is a stable minimum at around 10 nmol L-1. 
The statement should instead read "minimum at around 12-13 nmol L-1". Additionally, it should 
be clarified that this is for response time corrected data at O91. It should also be noted that the 
concentration do occasionally (although very seldom) decrease below this value. See figure 
attached to the reply which contains a histogram of the response time corrected 24-hour time-
series data at O91 with a plotted green vertical dashed line at 12 nmol L-1.  

Discrepancy with results in Gentz et al. (2014): We trust that the text reflects that we emphasize 
high spatiotemporal variability and sparse sampling as a possible explanation for the discrepancy 
in concentrations when comparing with data from Gentz et al. (2014). Taking the spatiotemporal 
variability into account, and the fact that O246 was deployed around 30 m from an intense seep, 
we believe the measurements aligns reasonably well with Gentz et al., (2014). It should also be 
noted that the data in Gentz et al. (2014) was obtained with discrete water samples (not the 
underwater mass spectrometer, which was only used a 10 m water depth), greatly limiting data 
coverage compared to a continuous measurement. We also find that the comparison with the 
concentrations reported in Silyakova et al. (2020) (the doi should be correct) seems reasonable 
taking the above perspectives into account and the similarities in distribution of values (see 
added Figures showing distributions in Appendix D). 

Methane inventory 
 
In the introduction, the authors emphasize the urgent need of continuous measurements to 
detect the temporal variability and by this validate or correct the CH4 budget of seabed seepages 
(with which I strongly agree). And in addition, the authors state “We highlight uncertainties in 
methane inventory estimates based on discrete water sampling” whereas the discussion part 
only focus on comparing minimum and maximum CH4 concentrations and remains extremely 
unspecific with “…CH4 concentration at our locations can change by up to 2 orders of magnitude 
within hours…”. Their study, however, lacks any statement and calculation on how their findings 
will impact these budgets. Here, I miss at least some basic calculations of CH4 inventories and e.g. 
its variation over time. Furthermore, I would recommend to add a figure (or sub-figure) showing 
the mins, max and means (or medians) of this study along with results from previous studies (e.g. 
simple box-plot). 

We agree that more details on the implications for inventory/budget estimates would improve 
the manuscript. We address this by using a statistical approach where we find the expected error 
from unresolved short-term variability for a hypothetical discrete water sampling survey seeking 
to estimate seep site averages, where the short-term variability is represented by the 24-hour 
time-series of the observatories. This exercise also explicitly describes the expected errors for 
single measurements. We compare with the results presented in Silyakova et al. (2020) who 
performed discrete water sampling surveys in the O91 area every summer from 2014-2016. The 
content is added via a remodulation and extension of the last part of section 4.1 
(“CH4 variability”, lines 204 to 242), Appendix D (lines 414-460), Figure 4, D1 and D2. We 
concluded that a budget estimate would provide unreliable results since we are monitoring 
CH4 only at a single location.  We believe the added result strengthens the manuscript and at the 
same time addresses the reviewers concern about being too unspecific on implications for 
budget estimates. This addition also led to a slight reformulation and addition in the abstract, 
introduction, and conclusion of the manuscript (i.e. adding one sentence describing the results). 



Line 204-242: Remodulated and added content on quantification of potential errors in ship-
based surveys taking the observed short-term variability into account 

Added figure in Sect. 4.1: Figure 4. 

Line 416-462: Added Appendix D which describes underlying methodology for additions in Line 
204-242. Including figures D1 and D2. 

Line 353-354: “Future studies should aim to identify the errors that arise via different up-
scaling/interpolation techniques, how these errors can be mitigated, and the methodology 
optimized.” 

Changed last sentence in abstract to: “We present new information about short- and long-term 
methane variability and provide a preliminary constraint on the uncertainties that arise in 
methane inventory estimates from this variability.” 

We appreciate the suggestion to add a boxplot and agree that this could illustrate certain 
aspects of the data in an elegant way. However, in addition to the above reasoning on not 
including inventory estimates based on our data (which such a boxplot might have shown), we 
believe that the addition of a boxplot would not add any new information to what is already 
shown in Figures 2,3,4,6, and Appendix C, which all concern dissolved CH4 data. 

Figure2 
 
Figure 2 is the main figure of the manuscript and needs urgent revision: 1) This figure contains all 
obtained data and should make use of the entire page. Please adjust the height, which will give 
the reader the chance to recognize some details as well. 2) Data from August 3rd are missing in 
Figure 2d. 3) Use the same axis scales for O91 and O246 or make the reader aware of different 
scales. 4) Note the problems with the sensors at O246 in the annotations of the figure. 5) Use 
identical font and font properties (e.g. boldness) over the entire figure. 

The figure is now extended to the limits of the template, fonts are homogenized (to helvetica) 
and the different axis and issue at O246 are pointed out in the figure caption. Figure 2d shows a 
continuous 24-hour measurement (obtained every 21 days) followed by 1-hour measurement 
(obtained every day) on 2-3 Aug. Figure 2d is meant to show both a 24-hour and a 1-hour time-
series in the same figure for clarity and has no missing data. 

Edits on Figure 2: The vertical dimension of Figure 2 have been increased, text homogenized, axis 
and issues at O246 now specified in figure caption.  

 

Regarding the marked-up manuscript version with tracked changes: 

• Latexdiff did not remove the headline of the “old” Appendix C (which is now merged 
with Appendix B), i.e. “Appendix C” is not stroked out. (The appendix numbering is still 
correct) 

• Latexdiff does not track additions/removals in the reference list.  
 



Other edits 

Edits to figure A1 and A2: Figure A2 is now merged into figure A1 

Line 111: Changed value for maximum concentration to 1748 (typo). Applied same change when 
the number reappears in the discussion. 

Working with RC2, I realized that it might be appropriate to supply the 95th inter-percentile for 
the methane data, since both minimum and maximum values are quite “lonely” datapoints. I 
also found that it might be useful to provide the interquartile range alongside the mean and 
median values to indicate spread (we are not reporting standard deviations due to the 
distribution properties, and also not explicitly showing the distribution). These inter-percentiles 
and inter-quartiles were added in line  111-114 and line 145-147. 

Other than this, there are small corrections of typos and unclear formulations here and there 
throughout the text that were identified during the new readthroughs. These are all marked up 
in the marked-up version of the manuscript.  
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Figure R1: Selectivity of the TDLAS detector from lab test at 4h-Jena engineering 

  

Figure R2: Filter and pump intake for the two CONTROS sensors from O246 directly after retrieval. 



 

Figure R3: Pressure in the measuring chamber of the two sensors, i.e. O91 (left) and O246 (right). Only one datapoint is used 
for each measurement period to avoid effects of autocorrelation (due to the uneven sampling scheme). 

 

 

 

Figure accompanying AC3 showing the distribution of methane concentrations and a vertical dashed line at 12 nmol/L 

 


