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Abstract. An instrumental drift in the Point Target Response (PTR) parameters has been detected on the Copernicus Sentinel-8 

3A (S3A) altimetry mission. It could have an impact on sea level rise of a few tenths of mm yr-1. In order to accurately evaluate 9 

this drift, a method for detecting global and local mean sea level relative drifts between two altimetry missions is implemented. 10 

Associated uncertainties are also accurately calculated thanks to a detailed error budget analysis. A drift on both S3A and S3B 11 

GMSL is detected with values significantly higher than expected. For S3A, the relative GMSL drift detected is 1.0 mm yr-1 12 

with Jason-3  and 1.3  mm yr-1 with SARAL/AltiKa. For S3B, the relative GMSL drift detected is -2.2 mm yr-1 with 13 

SARAL/AltiKa and -3.4 mm yr-1 with Jason-3. The drift detected at global level does not show detectable regional variations 14 

above the uncertainty level of the proposed method. The investigations led by the altimeter experts can now explain the origin 15 

of this drift for S3A, while it is still under investigation for S3B. The ability of the implemented method to detect a sea level 16 

drift with respect to the length of the common period is also analysed. We find that the maximum detectable sea-level drift 17 

over a 5 years period is 0.3 mm yr-1 at the global scale, and 1.5 mm yr-1 at local scales (2400 km). However, these levels of 18 

uncertainty do not meet the sea-level stability requirements for climate change studies. 19 

1. Introduction 20 

Sea level is one of the key indicators of climate change, integrating the changes of mass in the ocean from glaciers and polar 21 

ice melt, changes in temperature of the ocean from the excess heat entering the earth system  (Meyssignac et al., 2019, von 22 

Schuckmann et al., 2020), as well as changes in land water storage (Chambers et al., 2017). As such, the Global Mean Sea 23 

Level (GMSL) has been defined by the Global Climate Observing System (GCOS) as an Essential Climate Variable (ECV), 24 

and the GMSL rise is a widely accepted indicator for the rate at which the climate is changing. 25 

Since 1993, the GMSL indicator has been calculated on a continual basis from four reference altimetry missions 26 

(TOPEX/Poseidon (T/P), Jason-1, Jason-2 and Jason-3), all on the same orbit. The GMSL time series of each altimeter have 27 

been accurately linked together through inter-calibration during the tandem phases (Zawadzki and Ablain, 2016) : T/P--Jason-28 

1, Jason-1--Jason-2, then Jason-3--Jason-2. The satellites follow each other very closely throughout these phases and therefore 29 

measure the water surface height with nearly identical oceanic and atmospheric conditions. The description of the errors, and 30 
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the uncertainties on the long-term stability of the sea level estimate for these products were provided by Ablain et al. (2019) 31 

and Prandi et al. (2021) for the global and local scales respectively. Over the whole altimetry period (January 1993-December 32 

2020), the GMSL shows a significant rise of +3.48 ± 0.35 mm yr-1. At the local scale, the sea level rise distribution ranges 33 

between 0 and 6 mm yr-1, with uncertainties ranging from ±0.8 to ±1.2 mm yr-1, indicating that the sea level is rising everywhere 34 

over the globe. Recent studies also showed that sea level is accelerating at 0.12 ± 0.07 mm yr-2 at the global scale (Ablain et 35 

al., 2019) and ranges between -1 mm yr-2 and +1 mm yr-2 at the regional scale (Prandi et al., 2021). The Sentinel-6 Michael 36 

Freilich (S6-MF) mission, recently launched in November 2020 on the same historical T/P-Jason orbit, will allow the GSML 37 

time series to be extended once the current validation phase is completed (early 2022). 38 

Several other altimetry missions (e.g. ERS-1, ERS-2, Envisat, Cryosat-2, SARAL-AltiKa) have also been launched from 1991 39 

onwards, all in different orbits at lower altitudes and with lower revisit rate (e.g. 35 days for Envisat). Although these missions 40 

were not designed to be as stable as T/P, Jasons and S6-MF, their data is nevertheless very relevant to improve and verify the 41 

long-term stability of the climate altimeter record. On the one hand, data from these complementary missions combined with 42 

data from the reference climate missions can generate value-added products with higher spatio-temporal resolution and better 43 

global coverage towards the poles (e.g. sea level products from CMEMS (Taburet et al., 2019) and C3S (Legeais et al., 2021)). 44 

On the other hand, cross-comparison of complementary and reference altimetry missions over the same period allows for 45 

verification of the coherence of sea level measurements between these missions and possibly detection of relative drifts 46 

between them (e.g. Envisat GMSL drift (Ollivier et al., 2012)). 47 

More recently, the Sentinel-3A (S3A) and Sentinel-3B (S3B) altimetry missions, developed in the framework of the European 48 

Space Agency (ESA) Copernicus program, were launched in February 2016 and April 2018 to provide sea level measurements 49 

for Copernicus operational services (e.g. CMEMS, C3S). They complete the existing constellation of altimeter satellites based 50 

on Jason-2, Jason-3, SARAL/AltiKa and Jason-3, to which must be added the Cryosat-2 and HY-2A/2B missions. S3A and 51 

S3B are equipped with a SAR/Doppler altimeter instead of a conventional altimeter like the climate reference missions. This 52 

new altimeter has a much better along-track resolution, and its measurements are very accurate. However, this mission is not 53 

aimed primarily towards climate studies and MSL stability over time. An unexpected behaviour of the S3A altimeter was 54 

indeed pointed out by Poisson et al. (2019): the drift of the point target response (PTR) parameters was higher than expected, 55 

with a direct impact on the GMSL trend of about 0.3 mm yr-1. 56 

Our main motivation for this study is to verify whether this instrumental drift of the S3A and S3B missions can be detected by 57 

comparing the GMSLs of the different altimetry missions available over the same period. The verification of the stability of 58 

S3A and S3B data with the new SAR mode is an important issue as well, to anticipate the stability of the S6-MF mission, 59 

which also uses this technology and which will soon be the reference mission to calculate the GMSL indicator. 60 

Therefore, this study aims, in the first place, to accurately estimate the relative GMSL drift of S3A, Jason-3 and SaRAL/Altika 61 

missions over all the S3A period (from March 2016 to August 2021), and the relative GMSL drift of S3B, S3A, Jason-3 and 62 

SaRAL/Altika missions over all the S3B period (from June 2018 to August 2021). Since the comparison periods are short (5 63 

years for S3A and 3 years for S3B), high levels of uncertainties can be expected on the GMSL difference trend estimates. An 64 
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important question is whether the small expected GMSL drift on S3A (0.3 mm yr-1 from PTR parameter drift, see Poisson et 65 

al., 2019) can be detected on such short periods. Hence, a main objective of this study is to provide the uncertainty estimates 66 

of the GMSL drift calculation with their confidence interval levels. Using this uncertainty calculation, we will be able, on the 67 

first hand, to affirm whether a drift of the S3A or S3B GMSL is detected, and on the other hand, we will be able to show in a 68 

general way the capacity of the cross-calibration methods to detect GMSL drifts according to the length of the period. In the 69 

context of climate change study, this information is very important to continue to improve on the GMSL time series in order 70 

to meet the more stringent sea level stability requirements provided (e.g. 0.1 mm yr-1 for the GMSL trend from Meyssignac, 71 

2019). 72 

Since the potential GMSL drift detected on S3A and S3B could have a regional signature, we also propose to extend the 73 

detection of sea level drift to local scales. Similarly to the global scale, the objective is to estimate the ability of the cross-74 

calibration method to detect a sea level drift at local scales by taking into account the length of the temporal series and the size 75 

of the spatial scale from a few hundred to a few thousand km. This will allow us to evaluate the regional drift on S3A and S3B 76 

and determine what level of drift can be detected with this type of approach.  77 

In the following paper, we first focus on the description of the data used and the methods applied to calculate global and local 78 

mean sea level drifts. A great attention is given to the mathematical formalism applied to calculate the uncertainties. Then, we 79 

describe and analyse the relative mean sea level obtained between the different altimetry missions, accounting for the 80 

uncertainty estimates and discussing the sensitivity of the obtained results. 81 

2. Altimeter Data 82 

Since the S3A launch in February 2016, Jason-3 and SARAL/AltiKa have continuously provided high-quality sea level 83 

measurements, as reported in the validation reports of both missions (see (Roinard and Michaud, 2020) and (Jettou and 84 

Rousseau, 2020)). Furthermore, Jason-3 has also been the reference mission since October 2016 for computing the GMSL 85 

indicator on AVISO (https://www.aviso.altimetry.fr/msl). These two missions are therefore selected in this study to perform 86 

cross-comparisons with S3A from July 2016 onwards (the first months after the S3A mission launch between February and 87 

July 2016 were used for calibration purposes and are therefore not suited for GMSL measurement). For the same reasons, 88 

Jason-3 and SARAL/AltiKa are selected to perform cross-comparison with S3B from December 2018 onwards, as well as S3A 89 

which also covers the entire S3B period. Other altimetry missions partially cover the S3A or S3B periods like Jason-2, HY-90 

2A, HY-2B, and Cryosat-2. Among these missions, only Jason-2 could be chosen because of its very good stability, however 91 

the end of life of the mission in October 2019 reduces the interest to use these data for cross-comparisons with S3A, Jason-3 92 

and SARAL/AltiKa. 93 

The altimeter products used are the non-time critical (NTC) along-track Level-2+ (L2P) products from the Copernicus 94 

Altimetry Marine service under the CNES responsibility for Jason-3 and SARAL/AltiKa, and Eumetsat responsibility for S3A 95 
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and S3B. These products contain the along-track sea level anomaly (SLA, see Eq. (1)) calculated after applying a validation 96 

process fully described in the product handbook of each altimeter mission. 97 

 𝑆𝐿𝐴 = 𝑂𝑟𝑏𝑖𝑡 − 𝑅𝑎𝑛𝑔𝑒 − ෍ 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛௜

௜

− 𝑀𝑒𝑎𝑛𝑆𝑒𝑎𝑆𝑢𝑟𝑓𝑎𝑐𝑒 (1) 

 98 

Furthermore, the geophysical corrections applied in L2P products for the SLA calculation are homogenised for all the missions 99 

allowing us to reduce the discrepancies between each altimetry mission. 100 

The wet tropospheric correction from on-board radiometers is an important source of GMSL drift (see (Ablain et al., 2019)). 101 

However, in this study, we choose to focus on altimeter induced drift. We therefore use the same wet tropospheric correction 102 

for all missions, derived from the operational ECMWF model (distributed in the L2P products). This effectively eliminates 103 

uncertainties from the wet tropospheric correction when calculating GMSL differences, allowing for a more accurate 104 

assessment of the altimeter drift.  105 

3. Method 106 

3.1. Calculation of GMSL differences   107 

The most straightforward way to compute GMSL differences (noted 𝛥𝐺𝑀𝑆𝐿 hereafter) between two altimetry missions is to 108 

compute SLA grids (𝑀𝑆𝐿𝐴(𝑙𝑜𝑛, 𝑙𝑎𝑡, 𝑡)), 1 degree along the latitudinal axis and 3 degrees along the longitudinal axis) on 109 

common time periods of 10 days, and then compute the difference between the SLA grids. The 10-day period corresponds 110 

approximately to the repeatability (i.e. duration of a cycle) of the reference climate missions (TOPEX/Poseidon, Jasons (1,2,3), 111 

S6-MF). We then compute a global weighted mean of the grid differences, weighted by the ocean surface of each cell, in 112 

identical fashion to the GMSL AVISO indicator (https://www.aviso.altimetry.fr/msl/). All grid cells above 66° of latitude and 113 

under -66° are also eliminated in order to homogenize the spatial coverage of the different missions, restricted by Jason-3. It 114 

is calculated by weighting (𝑤௜ (𝑙𝑜𝑛, 𝑙𝑎𝑡) ) each box according to its latitude and its area covering the ocean, in order to give 115 

less significance to boxes at high latitudes which cover a smaller area and to boxes that overlap land. 116 

 
Δ𝐺𝑀𝑆𝐿(𝑡) =

∑ 𝑤௜(𝑙𝑜𝑛, 𝑙𝑎𝑡) ∗ Δ𝑀𝑆𝐿𝐴(𝑙𝑜𝑛, 𝑙𝑎𝑡, 𝑡)௟௢௡,௟௔௧

∑ 𝑤௜(𝑙𝑜𝑛, 𝑙𝑎𝑡)௟௢௡,௟௔௧

 
(2) 

 117 

The GMSL differences time series are plotted over the S3A period between S3A and Jason-3, S3A and SARAL/AltiKa, Jason-118 

3 and SARAL/AltiKa (Fig.1, a) and over the S3B period between S3B and S3A, S3B and Jason-3, S3B and SARAL/AltiKa, 119 

Jason-3 and SARAL/AltiKa (Fig.1, b). They obviously indicate different trends and therefore relative GMSL drifts between 120 

these different altimetry missions. The objective of the study is to accurately estimate these relative GMSL drifts and their 121 

associated uncertainties. 122 
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 123 

Figure 1: Evolution of ΔGMSL: a) over the S3A period between S3A and Jason-3, S3A and SARAL/AltiKa, Jason-3 and 124 

SARAL/AltiKa; b) over the S3B period between S3B and S3A, S3B and Jason-3, S3B and SARAL/AltiKa, Jason-3 and 125 

SARAL/AltiKa. The dotted curves are the raw time series sampled at 10-days. The solid lines are time series filtered at 3 months 126 

with a low pass filter. Each time series is artificially set to 0 at its origin. 127 

 128 

Other cross-calibration methods could be used in order to estimate the GMSL drift. Among them, the comparison of altimetry 129 

and in-situ tide gauge (TG) measurements is often used to estimate the GMSL drift estimated from altimetry (Mitchum, 1998; 130 

Valladeau et al., 2012; Watson et al., 2015, 2021). Although this method provides very relevant estimates of GMSL drifts for 131 

long periods (> 10 years), it is not very suitable for shorter and more recent periods. On the one hand, the delay in the 132 
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availability of the global tide gauge network data (e.g. GLOSS/Clivar) is often more than 1 year, and does not allow 133 

comparisons with the most recent altimetry data. On the other hand, the uncertainty associated with the calculation of the 134 

GMSL drift with this method is large for short periods. It is of the order of 1.5 mm yr-1 over 3 years and 1 mm yr-1 over 5 years 135 

(Ablain, 2018; Watson et al., 2021) within a confidence level of 90% (1.65-σ). This method therefore fails to detect a drift of 136 

a few tenths of a mm yr-1 over the periods of interest in our study. We show in the following sections that the chosen method, 137 

i.e., direct altimetry mission comparison, provides more accuracy than the TG-altimetry method. However, comparison to tide 138 

gauges allows us to obtain an estimate of the GMSL drift with independent measurements. For information purposes, we have 139 

therefore provided these values in the "results" sections. 140 

3.2. GMSL drift estimate and uncertainty  141 

In order to estimate the relative GMSL drifts between altimetry missions compared two by two, a rigorous approach is 142 

proposed. The first step is to compute the variance-covariance matrix (𝛴) of the 𝛥𝐺𝑀𝑆𝐿 time series errors, which is detailed 143 

in depth later in this section. The second step consists in fitting the trend from a linear regression model (𝑦 = 𝑋𝛽 + 𝜖) applying 144 

an Ordinary Least Square (OLS) approach, where the estimator of 𝛽 with the OLS, noted 𝛽መ , is: 145 

 𝛽መ~(𝑋௧𝑋)ିଵ𝑋௧𝑦 (3) 
 146 

and where the distribution of the estimator 𝛽መ  takes into account 𝛴 and follows a normal law:  147 

 𝛽መ = 𝒩(𝛽, (𝑋௧𝑋)ିଵ𝑋௧(𝑋௧𝑋)ିଵ) (4) 
 148 

This mathematical formalism was fully described in Ablain et al. (2019) to estimate the uncertainties of the GMSL trend and 149 

acceleration. It is applied in this study to derive the 𝛥𝐺𝑀𝑆𝐿 trend and its realistic uncertainty.  150 

The calculation of 𝛴 is performed from the description of the errors of the GMSL differences between 2 altimeter missions 151 

(𝛥𝐺𝑀𝑆𝐿). We have applied the same approach as in Ablain et al. (2019), where the 𝛥𝐺𝑀𝑆𝐿error budget is composed of 152 

different type of errors: a) drifts in 𝛥𝐺𝑀𝑆𝐿characterized by a trend uncertainty (±δ); and (b) time-correlated errors 153 

characterized by their standard deviation (σ) and by the correlation timescale (λ). The values of the error budget are deduced 154 

from those of the GMSL error budget over the Jason-3 period, and are presented in Tab.1. 155 

 156 

 157 

 158 

 159 

 160 

 161 

 162 
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Source of errors Error category 

Uncertainty(1)  level  on 10-day cycles   
 Additional information for the 

error budget on 𝛥𝐺𝑀𝑆𝐿 
GMSL(2)  𝛥GMSL  

High frequency errors: 
altimeter noise, geophysical 
corrections, orbits 

Correlated errors 
(λ = 2 months) 𝜎 ∈ [1, 1.4] mm 𝜎 ∈ [0.6, 0.8] mm  Estimated directly from noise on 

GMSL time series, depends on 
altimetry missions (see section 
3.2) 

Medium frequency errors: 
geophysical corrections, 
orbits 

Correlated errors 
(λ = 1 year) 𝜎 ∈ [1, 1.2] mm 𝜎 ∈ [1, 1.2] mm  

Low frequency errors: wet 
tropospheric correction 
(WTC) 

Correlated errors 
(λ = 5 years) 𝜎 = 1.1 mm  𝜎 = 0    Model WTC errors are cancelled 

out  

Low frequency errors due 
to gravity fields in orbit 
calculation 

Correlated errors 
(λ = 10 years) 𝜎 = 0.5 mm 𝜎 = √2 ∗ 0.5mm  

Orbit errors  are assumed 
uncorrelated 

Long-term drift errors due 
to ITRF in orbit calculation 

Drift error δ = 0.1 mm yr-1 δ = √2 ∗ 0.1mm yr-1  

Long-term drift errors: orbit 
GIA 

Drift error δ= 0.05 mm yr-1 δ = 0  GIA errors is cancelled out 

(1) All uncertainties reported are Gaussians, and they are given at the 1-σ level  

(2) The GMSL error budget is from the study by Ablain et al. (2019). 
 
Table 1: Error budget on 𝜟GMSL between 2 altimeter missions (𝜟GMSL) derived from the GMSL error budget from Ablain et 
al. (2019). 
 

Except for altimeter or radiometer induced drifts, which are totally independent between missions, or orbit induced drifts which 163 

can also be totally independent, the drifts that may occur in the GMSL record are atmospheric corrections or tidal corrections 164 

that are common to all altimetry missions and are therefore mostly cancelled-out in the 𝛥𝐺𝑀𝑆𝐿timeseries. For instance, the 165 

glacial isostatic adjustment correction is derived from the same model (Spada, 2017) for all the missions, and does not depend 166 

on the altimeter mission characteristics; the error related to the global mean of this correction is then cancelled out by 167 

comparing GMSL time series. On the other hand, the drift of the realization of the International Terrestrial Reference Frame 168 

(ITRF) in which the altimeter orbits are determined provided by Couhert et al. (2015) (𝛿 = 0.1  mm yr-1), is assumed to be 169 

uncorrelated between 2 missions that are not on the same orbit (for example S3A and Jason-3). In this case, the uncertainty 170 

level of 𝛥𝐺𝑀𝑆𝐿 corresponds to the sum of the variance of the error orbit uncertainty in GMSL (𝛿 = 0.1 ∗ √2   mm yr-). 171 

In the GMSL error budget, the residual time-correlated errors are separated in two parts: 1) errors with short correlation 172 

timescales, i.e. lower than 1 year, 2) and errors with longer correlation timescales between 5 and 10 years. For the first part, 173 

errors in GMSL are mainly due to the geophysical corrections (ocean tides, atmospheric corrections), to the altimeter 174 

corrections (sea-state bias correction, altimeter ionospheric corrections) and the orbital calculation. As the altimeter sea-level 175 

is calculated homogeneously for all the altimeter missions in this study (e.g. same ocean tide model, same wet tropospheric 176 

correction from model), a significant part of these errors is cancelled out in GMSL differences. The remaining uncorrelated 177 
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errors come from orbital solutions whose errors are independent between altimetry missions at these short time scales. Residual 178 

errors in some orbit repeatability-dependent corrections (e.g. aliasing of the ocean tide correction as 58.77-day signal 179 

(Zawadzki and Ablain, 2016)) may also still be present in the 𝛥𝐺𝑀𝑆𝐿 timeseries. Another error contribution is coming from 180 

the oceanic variability (e.g. mesoscale) differently observed at short time scales by each altimer mission due to their different 181 

orbits characteristics (Dufau et al., 2016).  This error description allows us to consider all high frequency content of the GMSL 182 

time series lower than 1 year as an error signal. The error signal variance is empirically estimated by measuring the variance 183 

of the GMSL time series for signals lower than 1 year. Following the approach proposed in Ablain et al. (2019), we split the 184 

variance estimate for high frequency signal (lower than 2 months) and medium frequency signal (between 2 months and 1 185 

year) in order to better represent the frequency content of the error signal, which is higher at high frequencies, in particular 186 

because of the mesoscale signal (< 2 months) observed differently by the altimetry missions. However, the choice of the 2-187 

month cut-off period to separate the high and medium frequencies is somewhat arbitrary. In section 4.2, we have evaluated the 188 

sensitivity of varying this period from 1 month to 6 months, in order to assess the impact on the drift uncertainty estimate, 189 

especially over short periods.  190 

For the second part of residual time-correlated errors, between 5 and 10 years, errors in GMSL time series are due, on the one 191 

hand, to instabilities in the wet tropospheric correction (Legeais et al., 2018) derived from on-board microwave radiometers, 192 

and on the other hand, to the gravity field errors in orbit calculation (Couhert et al., 2015). In 𝛥𝐺𝑀𝑆𝐿timeseries, the wet 193 

tropospheric correction errors are cancelled out since we have applied the same correction for all the altimeter missions derived 194 

from the ECMWF model (see section 2). For the gravity field errors in orbit calculation (𝜎 = 0.5 mm), they are assumed to 195 

be uncorrelated between 2 altimeter missions that are not on the same orbit (for example S3A and Jason-3). In this case, the 196 

uncertainty level 𝛥𝐺𝑀𝑆𝐿time series is the sum of the variance of the GMSL error budget uncertainty (𝜎 = 0.5 ∗ √2 mm). 197 

The error variance-covariance matrix (𝛴௱ீெௌ௅) is then inferred from the 𝛥𝐺𝑀𝑆𝐿error budget for each couple of altimeter 198 

missions (e.g; S3A and Jason-3) over the S3A and S3B periods. In short, the elementary variance-covariance matrices (𝛴ா௥௥௢௥೔
 199 

) corresponding to each error described in the 𝛥𝐺𝑀𝑆𝐿 error budget are first calculated independently of each other. Each matrix 200 

is calculated from a large number of random draws (> 1000) of simulated error signals whose correlation is modelled. Their 201 

shape depends on the type of errors prescribed (e.g. time-correlated errors, long-term drifts). Assuming errors are independent, 202 

𝛴௱ீெௌ௅ is given by the sum of all 𝛴ா௥௥௢௥೔
. 203 

3.3. Extension of the method at local scales 204 

It is quite straightforward to extend the approach proposed at global scale to derive the 𝛥𝐺𝑀𝑆𝐿 drifts and uncertainties, to 205 

local scales. The first step consists in calculating the local Mean Sea Level differences (noted 𝛥𝑀𝑆𝐿hereafter) by averaging 206 

the 3°x1° lon/lat SLA grid (see section 3.1) at different spatial scales. For this study, we arbitrarily chose different cell sizes 207 

in order to calculate the local MSL drifts and its associated uncertainties at different local spatial scales:  3°x3° (~240 km), 208 

9°x9° (~700 km) and 30°x30° (~2400 km). The second step consists in calculating the local 𝛥𝑀𝑆𝐿 error budget from the local 209 

https://doi.org/10.5194/os-2021-106
Preprint. Discussion started: 16 November 2021
c© Author(s) 2021. CC BY 4.0 License.



9 
 

MSL error budget from Prandi et al. (2021), following the same approach as for the 𝛥𝐺𝑀𝑆𝐿 error budget (section 3.2). The 210 

updated values of the 𝛥𝑀𝑆𝐿 error budget are presented in Tab.2. In similar fashion to the 𝛥𝐺𝑀𝑆𝐿 error budget, the GIA 211 

induced drift and low frequency wet tropospheric correction (using model WTC) errors are cancelled out. Prandi et al. 2021 212 

evaluate the long term orbit errors that affect regional MSL at 𝛿 = 0.33 mm yr-1. Assuming that those errors are independent 213 

between 2 altimeter missions on different orbits, the uncertainty level of the local 𝑀𝑆𝐿 time series is the sum of the variance 214 

of the local MSL error budget uncertainty: 𝛿 = 0.33 ∗ √2  mm yr-1. For the evaluation of the uncertainty level of short time 215 

scale errors, the variance of the error signal is evaluated from the high frequency content lower than 1 year of local 𝛥𝑀𝑆𝐿 time 216 

series, and the variance estimate is splitted between a high frequency signal (lower than 2 months) and a medium frequency 217 

signal (between 2 months and 1 year) to obtain a better frequency representation of the signal. We obtain a location-dependent 218 

error signal for high and medium frequencies (see supplementary material). The standard deviation of the high frequency 219 

signal below 2 months ranges between 13.3 and 30.7 mm, highlighting the signature of the mesoscale in the large ocean 220 

currents. For medium frequencies (between 2 months and 1 year), the variations are weaker: between 6.9 and 17.7 mm. They 221 

are also more homogeneous, and with a low signature of large ocean currents. 222 

 223 

Source of errors Error category 

Uncertainty(1)  level  on 10-day cycles (1- 𝜎)    Additional information for 
the error budget on local 

𝛥MSL Local MSL(2) Local 𝛥MSL   

High frequency errors: 
altimeter noise, geophysical 
corrections, orbits 

Correlated errors 
(λ = 2 months) Location dependent. 

Location dependent. 
𝜎 ∈ [13.3, 30.7](3) mm 

 Estimated directly from 
noise on local MSL 
difference time series, 
depends on altimetry 
missions. (see section 3.3) 

Medium frequency errors: 
geophysical corrections, 
orbits 

Correlated errors 
(λ = 1 year) 

Location dependent. 
Location dependent. 

𝜎 ∈ [6.9, 17.7](3) mm 
 

Low frequency errors: wet 
tropospheric correction 
(WTC) 

Correlated errors 
(λ = 5 years) 

Location dependent. 𝜎 = 0    Model WTC errors are 
cancelled out  

Long term drift errors : 
orbits 

Drift error δ =  0.33 mm yr-1 δ = √2 ∗ 0.33 mm yr-1  Orbit errors  are assumed 
uncorrelated 

Long-term drift errors: GIA Drift error Location dependent δ = 0   GIA errors is cancelled out 

(1) All uncertainties reported are Gaussians, and they are given at the 1-σ level  

(2) The local MSL error budget is from the study by Prandi et al. (2021) 
(3) Values provided for 3°x3° box sizes within a 16th-percentile and 84th-percentile interval. 

 224 
Table 2: Error budget on MSL differences at local scale between 2 altimeter missions (ΔMSL) derived from the MSL error budget 225 
at local scale from Prandi et al. (2021). 226 
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4. Results 227 

4.1. S3A GMSL drift detection 228 

The 𝛥𝐺𝑀𝑆𝐿 trend and uncertainty is computed using the method provided in section 3.2 between S3A and Jason-3, S3A and 229 

SARAL/AltiKa, Jason-3 and SARAL/AltiKa, on a common period between July 2016 and March 2021.  Fig.2 shows the 230 

𝛥𝐺𝑀𝑆𝐿 trends, and trend uncertainties at 68% C.L. (1-σ, in black) and 90% C.L. (1.65-σ in grey), for each of those pairs: 1.01 231 

± 0.31 mm yr-1 between S3A and Jason-3;  1.28 ± 0.37 mm yr-1  between S3A and SARAL/AltiKa; and 0.29 ± 0.41 mm yr-1 232 

between Jason-3 and SARAL/AltiKa. Calculating the ratio between the 𝛥𝐺𝑀𝑆𝐿 trend and the associated uncertainty, we can 233 

indicate the confidence level in which the relative 𝛥𝐺𝑀𝑆𝐿 trend is measured. Between S3A and Jason-3, as well as between 234 

Jason-3 and SARAL/AltiKa, the confidence level at which a trend is detected is 99.9% (corresponding to 3.4-σ). However, a 235 

trend between Jason-3 and SARAL/AltiKa is only measured with a low 57.0 % confidence level, and furthermore the estimated 236 

𝛥𝐺𝑀𝑆𝐿 trend value is small (0.29 mm yr-1), compared to the S3A relative 𝛥𝐺𝑀𝑆𝐿 trend with both Jason-3 and SARAL/AltiKa. 237 

 238 

 239 
Figure 2: △GMSL trend differences between S3A and Jason-3, SARAL/AltiKa, over the july 2016 to march 2021 period. The black 240 
boxes show the △GMSL trend uncertainties at 68% C.L. and the grey boxes at 90% C.L. 241 

 242 

These results highlight a significant 𝛥𝐺𝑀𝑆𝐿 trend between S3A and Jason-3 as well as with SARAL/AtiKa, whereas Jason-3 243 

and SARAL/AltiKa are in agreement within the confidence level. This result likely suggests a drift in the S3A GMSL. 244 
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Moreover, this result is also confirmed by the comparison with Jason-2, albeit over a shorter period due to the shutdown of 245 

Jason-2 in September 2017 (not presented in the paper). The 𝛥𝐺𝑀𝑆𝐿 trend obtained between S3A and Jason-2 is 4.45 ± 0.98 246 

mm yr-1 over the March 2016 to September 2017 period. On the same period, the 𝛥𝐺𝑀𝑆𝐿 trends obtained between S3A and 247 

Jason-3 and SARAL/AltiKa are respectively 3.66 ± 0.93 mm yr-1 and 2.83 ± 1.16 mm yr-1. Although the trend uncertainties 248 

are higher over this shorter period, the 𝛥𝐺𝑀𝑆𝐿trends are still significant. Those results also indicate that the S3A GMSL drift 249 

may have been stronger during its first year of operations. It is confirmed by the analysis on the S3B period (December 2018 250 

to March 2021) in next section 4.2 where Fig.3 exhibits lower 𝛥𝐺𝑀𝑆𝐿 trends of 0.66 ± 0.62 mm yr-1 between S3A and Jason-251 

3, and 1.38 ± 0.90 mm yr-1 between S3A and SARAL/AltiKa.  252 

The very likely drift in the S3A GMSL is also observed through independent comparisons with tide gauges, using the method 253 

provided by Valladeau et al., 2012 and Ablain, 2018, and data from the GLOSS/CLIVAR tide gauge network. Over the July 254 

2016 to December 2020 period, a significant relative GMSL drift of 1.18 ± 0.63 mm yr-1 (1-σ) is also detected between S3A 255 

and the GC tide gauges network. 256 

All of these consistent analyses reveal that a drift in the S3A GMSL between 1.0 and 1.3 mm yr-1 ± 0.3 mm yr-1 is most likely 257 

detected. However, the S3A GMSL drift is much larger than the 0.3 mm yr-1 GMSL PTR-induced drift anticipated by Poisson 258 

et al., 2019. Thanks to the results of this study, carried out in the frame of the Sentinel-3 MPC (Mission Performance Centre) 259 

project supported by ESA, further studies supported by CNES succeeded to explain the remaining part of the S3A GMSL drift 260 

(about ~0.7-1.0 mm yr-1, Aublanc et al. 2020). This drift is due to some inner features of the S3 SAR processing, not properly 261 

considered. A correction, so-called ‘range walk’ correction (not detailed in this paper) was proposed by Aublanc (2020) that 262 

will be implemented in the S3 altimeter ground processing chain in early 2022. It is also interesting to note that the 0.3-0.4 263 

mm yr-1 contribution of PTR-induced S3A-GMSL drift is not detectable with a sufficient confidence level over such a short 264 

period. One would need a 5-year period to detect a drift of about 0.3 mm yr-1 with a confidence level of about 60-70%. 265 

4.2. S3B GMSL drift detection 266 

In exactly the same fashion as for S3A, the 𝛥𝐺𝑀𝑆𝐿 trends and associated uncertainties are computed between S3B and Jason-267 

3, S3B and SARAL/AltiKa, S3B and S3A, S3A and Jason-3, S3A and SARAL/AltiKa, and Jason-3 and SARAL/AltiKa, on a 268 

common period between December 2018 and March 2021 i.e. 2 years and 4 months. Fig.3 represents the 𝛥𝐺𝑀𝑆𝐿 trends, and 269 

trend uncertainties at 68% C.L. (1 𝜎, in black) and 90% C.L. (1.65 𝜎, in grey), for each of those pairs. 270 

We can first note that a strong and significant negative 𝛥𝐺𝑀𝑆𝐿 trend is exhibited when S3B is compared to all three other 271 

missions: -3.44 ± 0.61 mm yr-1 between S3B and Jason-3; -2.76 ± 0.77 mm yr-1 between S3B and SARAL/AltiKa; -4.09 ± 272 

0.52 mm yr-1 between S3B and S3A. 𝛥𝐺𝑀𝑆𝐿 trends are significant within a confidence level over 99.9%. In the meantime, 273 

𝛥𝐺𝑀𝑆𝐿 trends without S3B are much smaller and more consistent over the S3B period: 0.66 ± 0.61 mm yr-1 between S3A and 274 

Jason-3; 1.38 ± 0.90 mm yr-1 between S3A and SARAL/AltiKa; 0.64 ± 0.91 mm yr-1 between Jason-3 and SARAL/AltiKa. 275 

Therefore, these results allow us to state that the detection of a drift of the S3B GMSL is very likely with a minimum value of 276 

-2.22 mm yr-1 and a maximum value of -4.05 mm yr-1 within a confidence level of 99%. Furthermore, these results are also 277 
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confirmed by tide gauge comparisons that indicate a significant drift of the S3A GMSL of -4.04 mm yr-1 ± 1.45 mm yr-1 (1-σ) 278 

over the December 2018 to December 2020 period.  This drift is quite surprising since the S3B altimeter mission is very similar 279 

to S3A (same altimeter, same configuration). To date, this drift is under investigation by S3B altimetry experts, but remains 280 

unexplained. 281 

 282 

Figure 3: △GMSL trend differences between S3B and Jason-3, S3A, SARAL/AltiKa, over the December 2018 to march 2021 period. 283 
The black boxes show the △GMSL trend uncertainties at 68% C.L. and the grey boxes at 90% C.L. 284 
 285 

4.3. △GMSL trend uncertainty estimates versus the period length  286 

In order to accurately estimate the ability of the proposed method to detect a significant relative drift between 2 missions, we 287 

calculated the evolution of these uncertainties as a function of the period length. In Fig.4, the black plain line shows the 288 

theoretical evolution of the 𝛥𝐺𝑀𝑆𝐿 trend uncertainty between S3A and Jason-3 for period lengths from 1 year to 10 years, 289 

using the error budget presented in Tab.1. The 𝛥𝐺𝑀𝑆𝐿 trend uncertainty evolves from 1.75 mm yr-1 for a 1-year period,  quickly 290 

decreases to 0.5 mm yr-1 for a 3-year period before slowing down to reach  0.3 mm yr-1 a for 5-year period, and finally converges 291 

to 0.2  mm yr-1 for a 10-year period. The knowledge of the statistical behaviour of the errors (Tab.1) is a difficult task, 292 

performed under certain assumptions (see section 3.2). We have therefore tested the sensitivity of our uncertainty calculations. 293 

Firstly, in Tab.1, we have assumed that the GMSL drift caused by the ITRF realization in orbit calculation is uncorrelated 294 

between 2 altimetry missions. It is however very likely that this error is strongly correlated even if this information is not 295 
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quantified in the literature. We have therefore tested the impact of cancelling out this error assuming this time that it is fully 296 

correlated between 2 measurements. The uncertainty level obtained is displayed with the black dotted line in Fig.4. For a 5-297 

year period, the uncertainty is reduced to 0.27 mm yr-1 (instead of 0.3 mm yr-1), and for a 10-year period, it is reduced to 0.13 298 

mm yr-1 (instead of 0.2 mm yr-1). This result has no impact on our study since we have considered the most conservative 299 

approach, i.e. the one which yields the highest uncertainties. 300 

 301 

 302 

Figure 4: Evolution of △GMSL trend uncertainties versus period length, from the S3A and Jason-3 comparison. The black solid 303 
line is the △GMSL trend uncertainty derived from the △GMSL error budget (Tab.1). The back dotted lines is the △GMSL trend 304 
uncertainty derived from the △GMSL error budget (Tab.1) with the orbit ITRF error contribution set to 0. The red envelope is the 305 
dispersion of △GMSL trend uncertainty between the 5th-percentile and 95th-percentile (i.e. 1.65-sigma) by varying the cut-off 306 
frequency of the high frequency errors from 0.5 to 6 months. 307 
 308 

We have also evaluated the sensitivity of the prescription of high and medium frequency errors lower than 1 year. As mentioned 309 

in section 3.1, the choice of the 2-month cut-off period is based on the assumption that mesoscale signals are uncorrelated over 310 

periods larger than 2 months, but it is somewhat arbitrary. Thus, we have varied the cut-off period for a range of periods from 311 

0.5 months to 6 months. The red envelope shown in Fig.4 represents the dispersion of △GMSL trend uncertainty obtained 312 

between the 5th-percentile and 95th-percentile (i.e. 1.65-sigma). While the variations of the uncertainties can be considered 313 

negligible for time periods above 5 years (< 0.1 mm yr-1 ), they are more important for shorter time periods where they reach 314 

0.35 mm yr-1 and 0.2mm yr-1 for time periods of 2 and 3 years respectively. Given the sensitivity range of our method to 315 
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estimate uncertainties for periods of 4 years and 9 months (S3A) and 2 years and 4 months (S3B), the drifts observed on Fig.2 316 

and Fig.3 are still significant. Our conclusions are thus unchanged. However, one should pay attention to it for studies over 317 

very short periods of time (<3 years). In addition, it would be relevant to develop other approaches (e.g. based on Fourier 318 

analysis) to evaluate the high frequency spectral content of 𝛥𝐺𝑀𝑆𝐿 time series. 319 

4.4. S3A and S3B local sea level drift detection 320 

Applying the method described in section 3.3, we evaluated the local 𝛥𝑀𝑆𝐿 trends and their uncertainties for S3A and S3B, 321 

compared to Jason-3 and SARAL/AltiKa, for different spatial scales : 3°x3° cells of ~240km length, 9°x9° cells of ~700km 322 

length, and 30°x30° cells of ~2400km length. Local △MSL trends are represented in Fig.5 (a) for S3A and Jason-3 differences 323 

on 9°x9° cells (~240km regional scale) after removing the global mean trend (i.e. 1.13 mm yr-1). Local △MSL trends are 324 

ranging from -2 and +2 mm yr-1 with higher values in main large ocean currents (e.g. Kurushio). In contrast, we do not 325 

distinguish large geographically correlated spatial structures. They might have indicated systematic local biases in the MSL 326 

trends on either of the 2 missions. 327 

The confidence level of the measured local △MSL trends can be obtained by dividing the absolute value of the local △MSL 328 

trend by the associated trend uncertainty for each cell. When this ratio is less than 1, the local △MSL trend is less than the 329 

uncertainty associated with 1-σ and is therefore estimated with a confidence level less than 68%, i.e., very unlikely.  When the 330 

ratio is between 1 and 2, the local △MSL trend is estimated with a confidence level between 68% and 95%, i.e., likely. When 331 

the ratio is greater than 2, the local trend △MSL is estimated with a confidence level greater than 95%, i.e., very likely. The 332 

ratio is represented in Fig.5 (b) for S3A and Jason-3 differences. We observe that none of the local △MSL trend are significant 333 

since they are measured with less than 68% confidence level. We have performed the same analyses with different size boxes 334 

until 30x30° degrees (i.e. 2400 km), and we do not detect any significant local  △MSL trend. We also obtain similar results 335 

calculating the local △MSL trends between S3B and Jason-3, where we cannot detect any significant trends (see figure in 336 

auxiliary materials). 337 
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 338 

Figure 5: a) Local △MSL trends between S3A and Jason-3 after removing the global mean trend (i.e. 1.13 mm yr-1 in 9°x9° resolution. 339 
b) Confidence level of the measured Local △MSL trends  computed from local  △MSL trends divided by local uncertainties between 340 
S3A and Jason-3 in 9°x9° resolution. 341 
 342 

The fact that no significant local trend △MSL is detected between S3A and Jason-3, and between S3B and Jason-3, does not 343 

demonstrate the absence of local MSL drift on these altimetry missions. However, this indicates that the level of uncertainty 344 

associated with the method implemented is too high to allow the detection of significant trends between these missions. We 345 

represent on Fig.6 the evolution of the local △MSL trend uncertainties versus the period length, for the three spatial scales 346 
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considered, based on the S3A and Jason-3 comparison. For a 3-years period, a local △MSL trend  over 2.5 mm yr-1 can be 347 

detected for the larger 2400 km regional scale (30°x30°), and respectively 5 mm yr-1 and 10 mm yr-1 for the 700 km (9°x9°) 348 

and 240 km (3°x3°) local scales. For a 5-year period, which is a typical period for which two altimetry missions are in orbit 349 

simultaneously, a local △MSL trend over 1.5 mm yr-1 can be detected for the larger 2400 km regional scale (30°x30°), and 350 

respectively 2.5 mm yr-1 and 5 mm yr-1 for the 700 km (9°x9°) and 240 km (3°x3°) regional scales. These figures correspond 351 

to a global average but may change locally depending on the high-frequency content of the MSL differences provided in Tab.2.  352 

The envelopes displayed in Fig.6 represent the 16th and 84th percentile, corresponding to 1-σ of the spatial distribution of 353 

△MSL trend uncertainties across the oceans. These envelopes show that the uncertainties vary locally a lot (e.g. between 1 354 

and 3 mm yr-1 for a 5-year period and 2400 km box lengths). These spatial variations are mainly due to the mesoscale signal, 355 

which is not observed in the same way by altimetry missions (see supplementary material). The lowest level of local uncertainty 356 

obtained is 0.75 mm yr-1 with spatial variations between 0.6 and 1.1 mm yr-1, considering boxes of 2400 km over a 10-year 357 

period. 358 

 359 

 360 

Figure 6: Evolution of the S3A - Jason-3 local △MSL trend uncertainties as a function of period length for different box sizes. The 361 
solid line is the global median of local △MSL trend uncertainties. The envelope represents the spatial distribution of uncertainties 362 
at between the 16th and 84th percentile (i.e. 1-sigma) values. Y-axis scale is logarithmic. 363 
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5. Conclusions 364 

In this study, we have very likely detected a drift on the Copernicus S3A and S3B GMSL by implementing a method based on 365 

cross-comparison to Jason-3 and SARAL/AltiKa altimetry mission. We have also shown that no spatial variation of the global 366 

GMSL drift is detectable for either S3A or S3B, within the uncertainty level of the proposed method. For S3A, the detected 367 

relative GMSL drift is 1.0 mm yr-1 with Jason-3  and 1.3 mm yr-1 with SARAL/AltiKa, with more than 99% confidence level, 368 

over the July 2016 to March 2021 period. This relative drift is also observed with Jason-2 over a shorter period, as well as 369 

when compared to tide gauges. The S3A GMSL drift appears also stronger over the first year of operations: between 2.5 and 370 

4 mm yr-1 with a confidence level higher than 68%. Thanks to a close cooperation with altimeter experts (in the frame of the 371 

S3 MPC project supported by ESA), the origin of the drift is now mainly explained by both a drift on the S3A altimeter PTR 372 

parameters, responsible for about 0.3-0.4 mm yr-1 (Poisson et al, 2018), and a drift due to wrong hypotheses used in the SAR 373 

processing (Aublanc, 2020). A correction proposed by Aublanc (2020) (so-called ‘range walk’ correction) will be implemented 374 

in the S3 altimeter ground processing chain in early 2022. For S3B, the detected relative GMSL drift is -2.8 mm yr-1 with 375 

SARAL/AltiKa and -3.4 mm yr-1 with Jason-3 with 99% confidence level, over the December 2018 to march 2021 period. The 376 

origin of the drift is still under investigation by the altimeter experts. 377 

By detecting GMSL drifts on S3A and S3B, we have shown the ability of the implemented method to detect relative GMSL 378 

drifts for any period lengths. The typical order of magnitude of relative GMSL drifts that can be detected are the following: 379 

0.5 mm yr-1 for a 3-year period, 0.3 mm yr-1 for a 5-year period, and 0.2 mm yr-1 for a 10-year period. At local scales, relative 380 

MSL drift over 2.5 mm yr-1 can be detected over a 3-year period, and up to 1.5 mm yr-1 for a 5-year period for the larger local 381 

scales studied (2400 km).  382 

Finally, the proposed cross-calibration method allows for the detection of sea-level drifts close to the GCOS requirements on 383 

sea-level stability (GCOS, 2011), which are 0.3 mm yr-1 at the global scale and 1.0 mm yr-1 at local scales over a minimum 384 

10-year period. Our method is also significantly more accurate than the GMSL drift detected by comparison with tide gauges 385 

(Ablain, 2018; Watson et al., 2021):  0.8 mm yr-1 over a 5-year period and 0.5 mm yr-1 over 10-year period. However our 386 

proposed approach only detects uncorrelated drifts between missions (e.g. altimeter drift), and not the correlated drifts that 387 

might be present in orbit solutions or geophysical correction. Therefore, other approaches based on comparison with 388 

independent measurements such as global tide gauges network, are required to estimate sea-level drifts of the whole altimeter 389 

system. In addition, the comparison between two altimetry missions can be performed over a common period of often less than 390 

8 years, while the comparison between altimeters and tide gauges can be performed over the entire life of an altimetry mission, 391 

since the launch of TOPEX/Poseidon in 1992. 392 

Recently, Meyssignac (2019) has identified more stringent sea-level stability requirements for climate change studies of 0.1 393 

mm yr-1 at global scale and 0.5 mm yr-1 at local scales. They cannot be met with our approach, even considering periods of 394 

10 years, or more. We have shown that a better knowledge of the correlation of the orbit error between 2 altimeter missions 395 

should be investigated in more detail in future studies. Assuming this error is uncorrelated, we are approaching the GMSL 396 
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stability requirement of 0.1 mm yr-1 over a 10-year period. Other approaches should also be considered to improve altimeter 397 

sea-level drift detection. Ablain et al. (2021) proposed to perform two tandem phases between Jason-3 and S6-MF altimeter 398 

missions. This particular configuration where the 2 satellites follow each other at less than a minute interval, allows for the 399 

evaluation of the sea level drifts with an uncertainty of 0.1 mm yr-1 at global scale, and 0.4 mm yr-1 at the local scales, over a 400 

3-years period only. However, this new approach, not yet implemented, is applicable only for satellites located on the same 401 

orbit. For other satellite configurations, it would also be relevant to analyse cross-comparison methods based on measurement 402 

selection at crossovers with a fairly restrictive time difference. This could possibly reduce the effect of oceanic variability in 403 

sea level differences, and improve the detection of drifts, especially at local scales. 404 

Acknowledgement 405 

This study has been founded in the frame of the Sentinel-3 Mission Performance Centre (MPC) project supported by 406 

ESA/ESRIN. We first acknowledge Sylvie Labroue (CLS) and Benoit Meyssignac (LEGOS) who provided support to this 407 

study at its beginning. We also acknowledge Matthias Raynal from CNES for providing some input data and advice. 408 

https://doi.org/10.5194/os-2021-106
Preprint. Discussion started: 16 November 2021
c© Author(s) 2021. CC BY 4.0 License.



19 
 

References 409 

Ablain, M.: Estimating of Any Altimeter Mean Sea Level (MSL) drifts between 1993 and 2017 by Comparison with Tide-410 
Gauges Measurements, 2018. 411 

Ablain, M., Meyssignac, B., Zawadzki, L., Jugier, R., Ribes, A., Spada, G., Benveniste, J., Cazenave, A., and Picot, N.: 412 
Uncertainty in satellite estimates of global mean sea-level changes, trend and acceleration, Earth Syst. Sci. Data, 11, 1189–413 
1202, https://doi.org/10.5194/essd-11-1189-2019, 2019. 414 

Aublanc, J.: Impact of the range walk processing in the Sentinel-3A sea level trend, 2020. 415 

Chambers, D. P., Cazenave, A., Champollion, N., Dieng, H., Llovel, W., Forsberg, R., von Schuckmann, K., and Wada, Y.: 416 
Evaluation of the Global Mean Sea Level Budget between 1993 and 2014, Surv. Geophys., 38, 309–327, 417 
https://doi.org/10.1007/s10712-016-9381-3, 2017. 418 

Couhert, A., Cerri, L., Legeais, J.-F., Ablain, M., Zelensky, N. P., Haines, B. J., Lemoine, F. G., Bertiger, W. I., Desai, S. D., 419 
and Otten, M.: Towards the 1mm/y stability of the radial orbit error at regional scales, Adv. Space Res., 55, 2–23, 420 
https://doi.org/10.1016/j.asr.2014.06.041, 2015. 421 

Dufau, C., Orsztynowicz, M., Dibarboure, G., Morrow, R., and Le Traon, P.: Mesoscale resolution capability of altimetry: 422 
Present and future, J. Geophys. Res. Oceans, 121, 4910–4927, https://doi.org/10.1002/2015JC010904, 2016. 423 

Jettou, G. and Rousseau, M.: SARAL/Altika validation and cross-calibration activities, 2020. 424 

Legeais, J.-F., Ablain, M., Zawadzki, L., Zuo, H., Johannessen, J. A., Scharffenberg, M. G., Fenoglio-Marc, L., Fernandes, 425 
M. J., Andersen, O. B., Rudenko, S., Cipollini, P., Quartly, G. D., Passaro, M., Cazenave, A., and Benveniste, J.: An 426 
improved and homogeneous altimeter sea level record from the ESA Climate Change Initiative, Earth Syst. Sci. Data, 10, 427 
281–301, https://doi.org/10.5194/essd-10-281-2018, 2018. 428 

Legeais, J.-F., Meyssignac, B., Faugère, Y., Guerou, A., Ablain, M., Pujol, M.-I., Dufau, C., and Dibarboure, G.: Copernicus 429 
sea level space observations: a basis for assessing mitigation and developing adaptation strategies to sea level rises, Front. 430 
Mar. Sci., 2021. 431 

Meyssignac, B.: How accurate is accurate enough?, 2019. 432 

Meyssignac, B., Boyer, T., Zhao, Z., Hakuba, M. Z., Landerer, F. W., Stammer, D., Köhl, A., Kato, S., L’Ecuyer, T., Ablain, 433 
M., Abraham, J. P., Blazquez, A., Cazenave, A., Church, J. A., Cowley, R., Cheng, L., Domingues, C. M., Giglio, D., 434 
Gouretski, V., Ishii, M., Johnson, G. C., Killick, R. E., Legler, D., Llovel, W., Lyman, J., Palmer, M. D., Piotrowicz, S., 435 
Purkey, S. G., Roemmich, D., Roca, R., Savita, A., Schuckmann, K. von, Speich, S., Stephens, G., Wang, G., Wijffels, S. E., 436 
and Zilberman, N.: Measuring Global Ocean Heat Content to Estimate the Earth Energy Imbalance, Front. Mar. Sci., 6, 437 
https://doi.org/10.3389/fmars.2019.00432, 2019. 438 

Mitchum, G. T.: Monitoring the Stability of Satellite Altimeters with Tide Gauges, J. Atmospheric Ocean. Technol., 15, 439 
721–730, https://doi.org/10.1175/1520-0426(1998)015<0721:MTSOSA>2.0.CO;2, 1998. 440 

Ollivier, A., Faugere, Y., Picot, N., Ablain, M., Femenias, P., and Benveniste, J.: Envisat Ocean Altimeter Becoming 441 
Relevant for Mean Sea Level Trend Studies, Mar. Geod., 35, 118–136, https://doi.org/10.1080/01490419.2012.721632, 442 
2012. 443 

Poisson, J. C., Piras, F., Raynal, M., Cadier, E., Thibaut, P., Boy, F., Picot, N., Borde, F., Féménias, P., Dinardo, S., Recchia, 444 
L., and Scagliola, M.: SENTINEL-3A instrumental drift and its impacts on geophysical estimates, OSTST 2019, 2019. 445 

Prandi, P., Meyssignac, B., Ablain, M., Spada, G., Ribes, A., and Benveniste, J.: Local sea level trends, accelerations and 446 
uncertainties over 1993–2019, Sci. Data, 8, 1, https://doi.org/10.1038/s41597-020-00786-7, 2021. 447 

Roinard, H. and Michaud, L.: Jason-3 validation and cross-calibration activities, 2020. 448 

von Schuckmann, K., Cheng, L., Palmer, M. D., Hansen, J., Tassone, C., Aich, V., Adusumilli, S., Beltrami, H., Boyer, T., 449 

https://doi.org/10.5194/os-2021-106
Preprint. Discussion started: 16 November 2021
c© Author(s) 2021. CC BY 4.0 License.



20 
 

Cuesta-Valero, F. J., Desbruyères, D., Domingues, C., García-García, A., Gentine, P., Gilson, J., Gorfer, M., Haimberger, L., 450 
Ishii, M., Johnson, G. C., Killick, R., King, B. A., Kirchengast, G., Kolodziejczyk, N., Lyman, J., Marzeion, B., Mayer, M., 451 
Monier, M., Monselesan, D. P., Purkey, S., Roemmich, D., Schweiger, A., Seneviratne, S. I., Shepherd, A., Slater, D. A., 452 
Steiner, A. K., Straneo, F., Timmermans, M.-L., and Wijffels, S. E.: Heat stored in the Earth system: where does the energy 453 
go?, Earth Syst. Sci. Data, 12, 2013–2041, https://doi.org/10.5194/essd-12-2013-2020, 2020. 454 

Spada, G.: Glacial Isostatic Adjustment and Contemporary Sea Level Rise: An Overview, Surv. Geophys., 38, 153–185, 455 
https://doi.org/10.1007/s10712-016-9379-x, 2017. 456 

Taburet, G., Sanchez-Roman, A., Ballarotta, M., Pujol, M.-I., Legeais, J.-F., Fournier, F., Faugere, Y., and Dibarboure, G.: 457 
DUACS DT2018: 25 years of reprocessed sea level altimetry products, Ocean Sci., 15, 1207–1224, 458 
https://doi.org/10.5194/os-15-1207-2019, 2019. 459 

Valladeau, G., Legeais, J. F., Ablain, M., Guinehut, S., and Picot, N.: Comparing Altimetry with Tide Gauges and Argo 460 
Profiling Floats for Data Quality Assessment and Mean Sea Level Studies, Mar. Geod., 35, 42–60, 461 
https://doi.org/10.1080/01490419.2012.718226, 2012. 462 

Watson, C. S., White, N. J., Church, J. A., King, M. A., Burgette, R. J., and Legresy, B.: Unabated global mean sea-level rise 463 
over the satellite altimeter era, Nat. Clim. Change, 5, 565–568, https://doi.org/10.1038/nclimate2635, 2015. 464 

Watson, C. S., Legresy, B., and King, M. A.: On the uncertainty associated with validating the global mean sea level climate 465 
record, Adv. Space Res., 68, 487–495, https://doi.org/10.1016/j.asr.2019.09.053, 2021. 466 

Zawadzki, L. and Ablain, M.: Accuracy of the mean sea level continuous record with future altimetric missions: Jason-3 vs. 467 
Sentinel-3a, Ocean Sci, 12, 9–18, https://doi.org/10.5194/os-12-9-2016, 2016.  468 

https://doi.org/10.5194/os-2021-106
Preprint. Discussion started: 16 November 2021
c© Author(s) 2021. CC BY 4.0 License.



21 
 

Auxiliary materials 469 

 470 

Figure 7: a) Local △MSL high-frequency uncertainties (<2 months) between S3A and Jason-3 in 9°x9° resolution. b) Local △MSL 471 
medium-frequency uncertainties (between 2 months and 1 year) between S3A and Jason-3 in 9°x9° resolution. 472 
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 473 

Figure 8: △GMSL trend differences between S3A, Jason-2, Jason-3, and SARAL/AltiKa, over the March 2016 to September 2017 474 
period. The black boxes show the △GMSL trend uncertainties at 68% C.L. and the grey boxes at 90% C.L. 475 

https://doi.org/10.5194/os-2021-106
Preprint. Discussion started: 16 November 2021
c© Author(s) 2021. CC BY 4.0 License.



23 
 

 476 

Figure 9: a) Local △MSL trends between S3B and Jason-3 after removing (the global mean trend (i.e. -3.01 mm yr-1) removed from 477 
the grid) in 9°x9° resolution. b) Confidence level of the measured Local △MSL trends Local drift probability computed from local 478 
△MSL trends divided by local uncertainties between S3B and Jason-3 in 9°x9° resolution. 479 
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