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Abstract

Since the mid-1990’s, a series of FES (Finite Elen®olution) global ocean tidal atlases have beedyced

and released with the primary objective to proattanetry missions with tidal de-aliasing correctiat the best
possible accuracy. We describe the underlying dgygltamic and data assimilation design and accuracy
assessments for the FES2014 release (finalizedrip 2016), especially for the altimetry de-aliasipurposes.
The FES2014 atlas shows extremely significant im@noents compared to the standard FES2004 and
(intermediary) FES2012 atlases, in all ocean cotnpents, especially in shelf and coastal seas, thémkhe
unstructured grid flexible resolution, recent pexy in the (prior to assimilation) hydrodynamiatidolutions

and use of ensemble data assimilation techniqump@ced to earlier releases, the available tidabtitment's
spectrum has been significantly extended, the dvesolution augmented, and additional scientifyjeproducts
such as loading and self-attraction, energy diaigmosr lowest astronomical tides have been derfvedh the
atlas and are available. Compared to the othedadlaiglobal ocean tidal atlases, FES2014 cledmyws
improved de-aliasing performances in most of thebgl ocean areas and has consequently been iegrat
satellite altimetry and gravimetric data processiagd adopted in recently renewed ITRF standatdalsb
provides very accurate open boundary tidal conufitior regional and coastal modelling.
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Abstract. Since the mid-1990’s, a series of Finite Elemesitt®on (FES) global ocean tidal atlases has been
produced and released with the primary objectivpravide altimetry missions with tidal de-aliasiogrrection

at the best possible accuracy. We describe therlyimte hydrodynamic and data assimilation desigmsthe

last FES2014 release (finalized in early 2016), smehe accuracy assessments especially for theeaijirde-
aliasing purposes. The FES2014 atlas shows extyesighificant improvements compared to the FES2004
(Lyard et al. 2006) and (intermediary) FES2012s&t$a in all ocean regions, especially in shelf aoaktal seas;
these advances are due to the unstructured grithlleresolution, recent progress in the (prioassimilation)
hydrodynamic tidal solutions and to the use of ageenble data assimilation technique. Compared ticeea
releases, the FES2014 available tidal constituspectrum has been significantly extended, the dvera
resolution augmented; some new additional scientij-products have been derived from the atlas aned
available, including the loading and self-attract&ffects, energy diagnostics or the lowest astrocal tides .
Compared to the other available global ocean tatses, FES2014 clearly shows improved de-aliasing
performances in most of the global ocean aredsadtconsequently been integrated in satellite ettynand
gravimetry data processing, and adopted in receatlgwed ITRF standards. It also provides very mtewopen
boundary tidal conditions for regional and coastalelling.

1 Introduction

The FES2014 global ocean atlas is the latest elefs twenty-years-long effort to improve tidakgictions
needed in satellite altimetry de-aliasing. It issé@ on the hydrodynamic modelling of tides (T-UGOm
unstructured grid model) coupled to an ensembla @asimilation code (SpEnOI). It is a very sigrifit
upgrade compared to both FES2004 (Lyard et al.6p8A8d FES2012 (Stammer et al., 2014) atlaseskshan
the improvement of the assimilated data accuradytlae model performances. To some extent, FES28ide
considered as an iterative step of the FES2018, atlastly motivated by the overwhelming progressienia
the hydrodynamic solutions accuracy late at theadfniie FES2012 project and which could not be ripooated
due to the project schedules. As it will be furtiraentioned in this publication, the efficiency oéta
assimilation increases significantly with prior widns accuracy, and for two main reasons. Firegpile a
rigorous theoretical framework, data assimilatieliess on strong assumptions in which the choicthefvector
norm chosen to build the penalty function is catitmost commonly used nom is-horm, which is consistent
with Gaussian-shaped error probability density aggtion and which leads to easily resolved lineateys, but
also which tends to over-weight outliers in datssionulation values). Data assimilation must alsddzewith
guasi-empirical, partially subjective parametetghsas error covariances set on data. So whilecimg prior
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(hydrodynamic) solutions errors, it can also injgeine methodologic errors in the assimilation $ohst more
or less proportional to the prior distance betwtenobservations and the numerical solutions. Skcas we
use an ensemble technique to assess the prior limgd&iror covariances, and as those covarianckstwngly
dictate data assimilation innovation in model regiavhere assimilation data density is pretty spésparse
must be understood as compared to the tidal wagtiemence being quite different in shallow wateas
compared to deep ocean regions), the prior hyd@mjmn realism is critical to consistently propagate
information from data locations (where data/prioodel trade-off is actually solved) toward “remot®bdel
regions. Therefore, considering the significanteptil improvements and thanks to the financialpsup of
CNES, decision was made to rapidly upgrade the BES2tlas toward the FES2014 atlas.

The FES2014 atlas denomination is quite misleadisgts final version has been delivered in eafl$& This
has left time to the project team to precisely ssske FES2014 accuracy and performances in aftidata de-
aliasing correction, and to make some final adjesit® to guarantee the best possible quality attiimet. It
results in 3 available FES2014 releases. FES20d 4kaei first guess based on the self-attraction laading
(LSA) provided by GOT model and used for internatification checks and then the production of teé-s
consistent FES2014b SAL atlases used within FES2CGdmetry assimilation data processing. It was no
aimed to be widely distributed or advertised. FEBRDis the first official release, and it has beeade
available after re-gridding from the native unstaned grid onto a regular 1/f6degree resolution grid on
AVISO+ website. The FES2014b atlas has been exteimd@€019 to extend its long-period spectrum to-low
frequency components by using the usual mass-omatsex equilibrium tides approximation. To avoid
confusion in public releases, the extended FES2@1ldb has received the FES2014c¢ denomination.

The objectives of our communication are to congigeksent the FES2014 atlas main construction ldetaie
validation diagnostics and the available by-proguend not to propose a dissertation about tidense
findings based on this atlas which would lead usmtoo far. Consequently, in the following sectione
intend to provide to the reader synthetic informaton the major ingredients of the FES2014 atlaslyction
(hydrodynamic modelling, data processing and dafaction for assimilation and validation, assimdat

processing), and some basic accuracy assessmeniesve

2 Hydrodynamic prior solutions

One primary objective in the FES2014 atlas products to dynamically model the ocean tides with Ibiest
possible accuracy, and to keep the data assimmlatiorection as limited as feasible, hence limitthg atlas

dependency upon altimetry-derived data and altyretrors (Zawadzki et al., 2018).

2.1 T-UGOm time-stepping and frequency-domain solve

T-UGOm is a 2D/3D unstructured grid model developedEGOS. It can accommodate a variety of numerica
discretization (continuous and dis-continuous értements, finite volumes) on triangle or quadiaetements,
based on usual Navier-Stokes equation in the Boesgiapproximation, with non-hydrostatic pressulges
available. It can be used in time-stepping (TSfrequency-domain (FD) mode. In 2005, based on FE%20
experience, an internal tide wave drag parametaizdl TWD) has been implemented for 2D shallow-gvat
simulations (characterizing the energy transfemftbe barotropic tides to the internal, baroclitiites). ITWD

parameterization originally developed from the gienwork of Bell, 1975, and Baines, 1982, provedé¢o

4
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5 essential in tidal and storm surges simulation ey as tidal energy conversion account for abagignificant
portion of the total barotropic energy dissipatidfost of the critical dynamical parameters (suchbagom
roughness, internal tide drag coefficient, etcan be non-uniformly prescribed inside the domhiitially, the
frequency-domain mode has been integrated in thgnat T-UGOm time-stepping code to dynamically and
consistently downscale tidal boundary conditionsdomain-limited, time-stepping simulations. The B@lver

10 is run for each tidal component separately. It dzdli assembles a frequency-domain wave equatiantiaa
solution is obtained by a simple inversion of tlystem. Naturally, the FD solver is based upon lizead
equations, and subsequently non-linear procesgeg@ean iterative approach to converge towarduhg non-
linear solutions. The number of iterations is ratiraited for the major astronomical tidal compotgnt tends
to increase when addressing compound and non-ltitegs. In any case, the numerical cost of the 6Bes is

15  extremely small compared to the TS solver cost éntban 1000 time smaller). In terms of solutionuaacy,
FD and TS solvers are quite equivalent, with ofrsewa limited advantage to the TS solver in noedimtides
cases. Therefore, in the perspective of data dssiom using ensembles for the major ocean tidespaments,
the ensemble members have been computed in the dd2 ffuetails of data assimilation are described in
dedicated section of the article). Another majoveadage of the FD solver reduced numerical coghés

20 possibility to conduct a wide range of experimeisorder to (globally or regionally) test numerical
developments, calibrate the model parameters ssitfotiom friction and internal tide drag coeffidignverify
bathymetry improvements, or examine loading and-ag&iaction consistency. It must be noticed tha t

optimal parameters set for the FD mode will als@itiee TS mode requirements.

2.2 FD discrete equations

25  The T-UGOm FD solver is originally inspired fromettCEFMO (Le Provost and Vincent,1997; Lyard et al.,
2006) frequency-domain tidal model that was presfipwsed for the FES atlases (such as FES2004). The
frequency-domain tidal equations and the wave éguatonstruction have been extensively describethén
literature. Consequently, we will restrain to theaim differences between the CEFMO and T-UGOm
formulations. The FES2014 mesh is built on triang/lements. Various numerical discretizations favation

30 and currents can be defined on triangle elememtscontinuous or discontinuous, high or low ord&nce its
early releases, the FES tidal atlases mesh hasdeségned in terms of spatial resolution for camims LGP2
discretization (quadratic basis functions, allowifiog about 4 times more numerical nodes compareéhéar
LGP1). Among other available options, tidal vel@stdiscretization is discontinuous NCP1. This chdias
two major advantages: the elevation gradient discepace is identical to the tidal currents spacel the

35 discrete momentum equation system is diagonalngake construction and solving of the wave equatiadal
currents are expressed under a standard Galerkiregure and this is one of the major differenceth wie

CEFMO model where current were estimated at nuralernitegration nodes (Gauss quadrature).

2.3 TS discrete equations

Quite similarly to the FD equation, the TS 2D strafiwater equations in T-UGOm are based on the Beeca
40  generalized wave equation. Inspired from Lynch @ndy, 1977, and continuously developed since, stbheen

adapted to global ocean up to near-shore and estuanmerical applications, with wetting/drying ehjities.

Despite it is known to allow for pressure instdbilimodes, the discretization used in FES2014 sitiis is
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(linear) LGP1 both for elevation and currents, itsr numerical efficiency. As a matter of fact, tpetential
pressure instabilities will appear only in someypiac local mesh geometry and are easily avoidegregisely
controlling the mesh construction. From its eanliersions, T-UGOm includes an embedded, multi-evine
sub-cycling that allows for locally modifying theumerical time step. It is coupled to a simulatigabgity
control procedure, and sub-cycling is locally teged and disabled following the need to contrd #tability on
the fly. This turns out to be a very efficient way relax time step limitation due to CLF stabilitpndition
(already eased by T-UGOm semi-implicit time scheme) therefore to profit from the natural flexibjliof
unstructured triangle grids.

2.4 Model grid settings

Since the first truly global ocean atlas (FES20@#g,unstructured FES model mesh has been upgtadesing
regional patches. The main meshing difficulty cetssin dealing with the shoreline details. Presinabases
contain a high level of coastal details, much mban needed for a global ocean mesh, and that goestly
need to be filtered out. Reversely, it is necessaryaintain and assemble together some packetsiarb-
islands that will form a macro-obstacle to the Itil@pagation. Considering the tedious task of eshing most
of the ocean shorelines, automated tools have Beeeloped to optimize the meshing operation. Thgetad
resolution for coastal areas is 10 kilometers ss ia terms of triangle side-length (Figure 1). Tésolution has
been augmented to about 1.5 km in some specifieplavhere coastal geometry is more challengingh(ssc
fiords, estuaries, straits, etc...). Special attenti@s paid to regions where the accuracy and thegion of the
available bathymetry are known to be adequate higher mesh resolution, i.e. where mesh detail twily
reflect the bottom topography complexity. Reversatyinor upgrades were made in regions where the
bathymetry remains poorly known (such as the Patagoand Siberian shelves). As a matter of expeeien
increasing resolution in those regions would likblgve a model accuracy worsening effect. An adufiio
constraint was to limit the hydrodynamic solver nogynuse to 30 Go in order to keep computation labd

tractable level (at the time of production).

2.5 Model bathymetry

When dealing with tides, bathymetry remains onthefmost critical parameters. Several global ockdabases
were available at the FES2014 production time (GEBETOPO, Smith&Sandwell) and their successive
releases have shown tremendous improvements dtirénéast ten years. Unfortunately, none of thosbajl
databases have the effective resolution nor theracg needed to be used directly in our global ndees
modelling. As for the earlier FES atlases, a contpdsathymetry has been built from available glohad
regional databases. In some cases, a regionahldigitain model (DTM) has been specifically consted from
depth sounding and/or multi-beam data. A specgdtinent is applied to the Ross and Weddell seasienthe
free water column depth must be processed by sudisty ice-shelf immersion to the bottom topogragpising
the RTOPO1 dataset (Timmermann et al.). Many regafrthe world ocean are now quite well documeied
terms of bathymetry, however two major continestalves, namely the Patagonian shelf and the Sibshelf,
do not match modern standards in any publicallyilabie database. Bathymetry selection, reconstiacéind
merge is a tedious task, and quite uncertain becaiuthe lack of independent validation data. Fjpahe most
practical way to assess bathymetry changes rentlansxamination of the tidal solutions computedrfrthe
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candidate bathymetry. Naturally this is not a parfeneasure of accuracy, as errors in bathymetry can
compensate some other modelling errors, but sevdaalways found consistent results between imprevesnin
bathymetry and tidal solutions. Thanks to the FOvesp extensive simulation testing can be performed
including the necessary re-calibration loop needkdn modifying significantly the model bathymeteyen at

regional extents, as earlier calibrations wouldtaiimerror compensation bias.

2.6 Loading and self-attraction effects

Geometrical loading and gravitational self-attrastterms (LSA) are essential in tidal simulaticespecially in
global ocean tidal modelling (Hendershott, 1972)o3e can be implicitly accounted for in the hydnuaiyic
tidal equations, but at a totally prohibitive cortgtional cost. As rather accurate LSA atlases @eaédable since
the early 2010’s, it is much more efficient to esglicit LSA in the simulations, not only for comgational cost
reasons (non-sparse dynamical matrices in FD, ekpeigonvolutions in LSA computation), but also dese it
tends to offer a relaxation toward the tidal atlasem which the LSA have been computed (actu#tliig is the
only non-free ingredient of our “purely” hydrodynamnsimulations). As some anomalies were detecteithen
SAL atlases deduced from FES2004, we used insteaBES99 LSA atlas atlases (Ray, 2013) to proddtsta
atlas version (FES2014-a), from which a new LSAsthas been computed. As it will be mentioned & th
following sections, this new LSA atlas was usethmfinal FES2014-b release production.

2.7 FES2014 hydrodynamic (assimilation-free) soluins

Some parameters of the T-UGOm hydrodynamic modad ne be calibrated in order to obtain the mostieate
hydrodynamic solution, either to improve model isal or provide useful error compensation. The twairm
parameters to which the model is the most sensitieehe bottom friction coefficient and the intrtide drag
coefficient. Several simulations of the main tidamponents (limited to M2, K1, S2 and O1 constitaghave
been performed by extensively varying these twap@ters, and each resulting simulation was compgartte
altimetry and tide gauge validation databases. rEiQuand Figure 3 show the vector differences betwtae
TPJ1J2 (deep ocean) crossover point database arydnodynamic simulations of the FES2004 and FE&20
tidal models, for the M2 and K1 tidal componenespectively. Global values of vector differences given in
Table 1, for the same three hydrodynamic simulatidiese results clearly point out the improventieat has
been achieved from the FES2004 to the FES2014sirealations on the global ocean, with a global eect
difference RMS nearly divided by a factor of thfeen FES2004 to FES2014 (M2 tidal component) indeep
ocean. The improvements are also very strong irstigdf regions, and for the other main tidal comgus.
Moreover the histograms displayed in the “5.2 Vaiidn " section indicate that the FES2014 hydrodiyica
solution reaches an unprecedented accuracy lel@de do other global ocean models performances like
GOT4.8/10 (Ray, 2013), EOT11a (Savcenko and Bog6t2), DTU10 (Yongcun and Andersen, 2010) or
TPXO9 (Egbert and Erofeeva, 2002), which are ajpieical or assimilated models.

The case of the S2 tidal components was specificddressed, as it derives both from atmospherit an
gravitational forcing. It is even more the casetfa S1 tide, which originates mostly from atmoshtorcing,
but because the intrinsic variability of atmosphem do consider that it must be dealt with in stsunge
correction (DAC), not in ocean tidal correction@n® other tidal constituents have a clear atmosgir
forced component (such as S1, K2 and even M2)abat much lower level. Consequently, to insurelibst
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5  possible prior solution, the S2 wave was computetthé spectral domain using atmospheric pressucinfpat

S2 frequency, based on ERA-interim 3-hour data.

3 Tidal harmonic constant data processing

Tide gauges and altimetry-derived harmonic constiath have been used both in simulations’ validatind
data assimilation steps. Concerning the tide galaje, preference was given to tide gauges for wittieh

10 original time series were available and documerttetice for which basic quality control could befpened
throughout harmonic analysis and/or operationabmsp In most cases, the time series were longgmnea that
a wide tidal spectrum could be analyzed with thst Ip@ssible accuracy. To some extent, tide gauigetsm
(either for validation or data assimilation purpg)sis more a question of how much representatigels tides
captured by the instruments (especially in coasgalk) and keeping a balanced distribution all dwerocean

15 regions. Several tidal gauges databases have lsmehwithin the FES2014 project: a harmonic analysis
performed on time series from GLOSS (Holgate and28l13) and SONEL (W&ppelmannn and Marcos, 2016),
databases, GLOSS being a global observation netandk SONEL providing measurements on all French
territories; then three validated databases pravidg R. Ray have been used (Ray et al., 2013), dame
Deep_BPR, Shallow and Coastal hereafter and respbctedicated to deep ocean, shallow waters aadtel

20  regions.
The altimetry-derived time series show more prdogsand accuracy issues, with a strong dependendj®
mission orbit and duration (which firstly determitie level of contamination of the tidal analysjsrion-tidal
ocean signal). Clearly, the twenty years and maratibn of the Topex-Poseidon and Jason series raxady
ten-day repeat orbit allows for deriving outstamginhigh-quality along-track and cross-over datas#ttidal

25  harmonic constants. Moreover the altimetry dathseefits from new altimeter standards, which albbwetter
observation of the tidal signals: GDR-D and REAR&Rits, ERA-INTERIM Dynamic Atmospheric Correction
for ERS and TOPEX missions, improved wet troposigheea sate bias and ionospheric corrections nemnd
mean profiles computed on a 20-year period (CamaaceLyard, 2003; Carrere et al, 2016). TOPEX-Iatered
track (noted TPN-J1N) also provides an accurateseeer dataset, but still with a higher error lehain the 20

30 years of TP-Jason series, due to the shorter pefiédyears available. ERS/Envisat series and Géi@s do
not have the same level of accuracy, as theirdifer higher space coverage at the price of @&idemporal
coverage (time sampling of 35 days for ERS/Envésat 17 days for GFO). The time under-sampling axlti
observations affects the apparent tidal periodadialg effect) which depend on the true tidal pgsiand on the
mission temporal repetitivity. Because of the redure of the ocean energy spectra, the contammatidhe

35  tidal signal by non-tidal signals will increase hithe value of the aliased period. The TP/Jasoit oras
deliberately chosen to maintain the aliased pariaireasonable range. Reversely, sun-synchrombits ¢such
as ERS/Envisat/Altika) are disadvantageous in thatter: not only the S1 and S2 tides are projeotean
infinite period (mean state), but many other tidahstituents show a rather large aliased period étfie 2).
This would prevent us to use ERS/Envisat deriveth,dand concentrate only on the Topex/Jason dataset

40  however the inclination of Topex/Jason is rathev Bnd ERS/Envisat remains the only choice for Jggh
latitudes and polar seas. Thus for the purposbeoFES2014 tide model, crossovers and along-tratk flom
TOPEX/Jason-1/Jason-2 were preferred and were ebetpith some crossover data from TPN-J1N and ERS-
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5 Envisat series in some shallow water regions arigit latitudes respectively. Table 3 presentsattieneter

dataset used for the estimation of the harmonisteants within the FES2014 project.

3.1 Tidal loading effect

As the standard tidal atlases are targeting orotean tide component, a tidal loading correctioedseto be
applied on the altimeter measurements (in additioie so-called solid earth deformation correqtiom a first
10  step, the GOT4v8ac tidal loading model was appliealy 2013), taking into account the recent coroectf the
tidal geo-center motion proposed by Desai and R8¢4). These data have been used in the dataikasigim
process for the preliminary version of the oceae tnodel, noted FES2014a. In a second step, a idaw t
loading atlas was computed from this FES2014a ose#ution, noted “FES2014a tidal loading” (cf. seot
6.3). Then,18); this FES2014a tidal loading solutivas used to produce a second version of the et#im

15 dataset, which was assimilated into the final warsif the tide model named FES2014b.

3.2 Non-tidal K1 signal prior removal

Due to the aliasing effect, the K1 diurnal frequeris aliased on the semi-annual frequency with the
TOPEX/Jason sampling and on the annual frequenttyttve ERS/Envisat orbit (cf. Table 2). Annual aedni-
annual signals are quite large in the ocean, amthnunation of tidal analysis by non-tidal signavere. By

20  virtue of Parceval rule, this contamination decesasith time as the square root of the recordingtibn. The
present reference TOPEX-Jason time series berigdits 20 years of continuous measurements and albows
very accurate estimation of all tidal componentduding K1. However, for the TPN interleaved and #RS
orbits, the available time series are not long ghoto guaranty an accurate separation of the Kal 8aynal
from the semi-annual (resp. annual) ocean vartgbii large portion of annual and semi-annual ocearfiace

25  signal is due to the low frequency atmosphericegfpressure, and therefore is removed by appbyisigprm
surge or inverted barometer correction. Howeveeaaccirculation contributes also to this signalj &m tidal
harmonics contamination. To tackle this issue, theth improve the K1 tidal signal observation in TN and
ERS/Envisat records, a specific processing has bpplied, consisting in removing an estimationtaf bcean
annual (Sa) and semi-annual (Ssa) signals prioth& analysis. This estimation is computed from the

30 GLORYS2-V1 global ocean reanalysis provided by M&sc-Ocean (Ferry et al., 2012). As shown in Figure
the amplitude of the correction is well above a feamtimeters in some large ocean regions. A spesifidy
(Gulf of Tonkin) was performed by examining the Kialyzed tidal constant misfit at cross-overs (aditey
track versus descending track). The ocean ciraulatontamination will appear as an incoherent doution to
K1, then will be different for ascending and desliag tracks. The misfits consistently reduced whpplying

35 the GLORYS correction, hence demonstrating its fiemén tidal analysis accuracy.

3.3 S2 tidal constituent processing

The S2 tidal constituent is challenging as it is abservable by the ERS/EnviSat sun-synchronoug agb
mentioned before. Moreover, with its 58.74-day safig period, the S2 tide is linked to the residdalan Sea
Level (MSL) signal visible at the same frequencytfie TOPEX and Jason time series (Ablain et al020this
40  frequency thus needs a specific attention. Paatibfulhis signal being stronger on TOPEX, severalgses

have been performed using either the entire TOP&% time series or only the Jason-1/Jason-2 reeght
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5 But due to the shorter period, the estimation eigdarger for the J1-J2 estimation, and the asated solution

proves to be more accurate using the estimation fhe entire altimeter series.

3.4 Numerical Rayleigh criterion

When extracting a comprehensive tidal spectrum frsea level time series, the question of frequency
separation must be examined carefully. In the cdse continuous (i.e. uninterrupted or sparselgrnipted)

10 time series, the Rayleigh criterion is classicalsed to determine frequency separation and somigicendd
parameterization (based on the smoothness credadroittances) can be implemented to ease the hamon
system solving. For tide gauges as well as for mbshe altimetry-derived time series, the Rayleggiterion
will be appropriate to predict rather accuratelpasation performances. However, in the case of-kititude
altimetric time series, the seasonal sea ice cisversponsible for annually unbalanced observatiaith data

15 gaps duration that can be comparable to the aliase® frequency. In that case, it has been obsahatdhe
Rayleigh criterion will return over-optimistic diagstics. This turns into an ill-defined harmonistgyn, and
consequently high level of errors in the harmominstants deduced from its solving. Neither hightlde point-
by-point clearing nor data dismissing were an aptthe former being a gigantic task and the lateextremely
damageable loss of data in already poorly docurdemrggions. Instead, we directly examined the ragtween

20 the diagonal and extra-diagonal terms in the nwmakfiarmonic matrix, and we used an analogy with th
Rayleigh criterion on continuous time series (ame ¢orresponding harmonic matrix) to decide foraximum

ratio (extra-diagonal/diagonal) above which thefrency separation was considered deficient.

3.5 Filtering internal tide signatures

FES2014 is a barotropic tides model and it is imoed to include the small scales of the interrdg Signals by

25  essence. Thus internal tides surface signaturee kawe removed from the altimeter data prior téada
assimilation and validation processes. New estonatbf the first baroclinic wavelengths have beerfggmed
for the main waves M2, N2, S2, K1 and O1, using W20@9 climatology (Locarnini et al., 2010, Antonav e
al., 2010). They were then used to compute thegalaek filtering wavelength, which is the minimuatween
twice the baroclinic wavelength and 116f the barotropic one. Figure 5 shows the filtgnimavelength in km:

30 it goes to zero in near-amphidromic point areas iarghallow waters where the wavelength of the trapic
tide gets shorter.

4 Data assimilation

The data assimilation method used in FES2014 it gimilar to the one used in FES2004, at the metab
exception that the ensemble approach has beerntstdssto the variational one. This change in gupraach,

35 initiated after FES2004 completion, is motivatedtiy difficulty to prescribe bathymetry errors ascing terms
errors, as variational technique would ask for. &generally, the ensemble technique is much mexébfe and
natural, especially when dealing with highly inhayeaeous error sources, in nature and magnitudejsathe
case for shelf and coastal tides.

10
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4.1 SpENnOI assimilation code

The SpENOI (Spectral Ensemble Optimal Interpolatideta assimilation code is an evolution of the @D
data assimilation code (Lyard 1997, used up to PB8Y based on a variational approach using reptese
method, originally inspired from Bennett and MaoBbit, 1982. The main difference lies in the fact ®@ADOR
uses a variational formulation to infer the tidihvation error covariance matrix, using an adjsiygtem. If the
variational approach is quite well designed to aepimodel errors arising from the right-hand sifi¢he tidal
equations (linear forcing terms), it turns to bemyp tractable to account for bathymetry-derived aon-linear
terms (bottom friction) errors that usually dommatodelling errors in coastal and shelf seas. f@se reason,
an ensemble approach has been privileged to imptioeerealism and flexibility of the modelling ersor
prescriptions. The optimal interpolation denomioatis an abuse as the error covariances on steter\ae not
academic or idealized covariances (such as Gauskeed distribution), but is justified by the nanremental

nature of the data assimilation due to the frequetmmain space where it applies.

4.2 Ensembles construction

In the ensemble assimilation approach, a large eamibsimulations is run in order to describe tredel errors.
This ensemble of simulations is generated by varifie parameters and input datasets to which thiehi®the
most sensitive. In the case of the FES2014 tidadlehahe perturbations were made on the bottontidric
coefficient, the tide drag coefficient, the bathyrpeand the LSA. All the simulations were validatghinst the
altimetry and the tide gauge databases, in ordétewtify potential outliers. In addition, the dépion of the
ensembles and the distance of the ensemble mehe teference hydrodynamic simulation were computed
order to verify that the ensembles were centeredherreference. In total, the whole ensemble coatdi32

simulation members for each tidal constituent,tbylfollowing the methodology described in the ngactions.

Perturbation of the loading tide: Numerical experiences have shown that the madekry sensitive to the
explicit LSA forcing, with tidal species dependendyamely, the diurnal tidal components (K1, O1) are
improved when using the FES2012-derived LSA, wtlile semi-diurnal tidal components (M2, S2) aredrett
resolved when using the FES99-derived LSA. In otdesbtain a thorough description of the model wes;rall
the simulations based on perturbations were domeetwsing the FES99 and the FES2012 loading tides
input, respectively. This doubled the number of rbhers in the ensembles described hereinafter.

Perturbation of the bottom friction roughness Figure 6 shows the energy dissipated by the boftéetion in
the FES2014 hydrodynamic model, for the M2 tidahponent. As expected, the areas where the dissipasti
the largest correspond to the shelves and coastal §he model is consequently more sensitiveetdtitom
friction coefficient in these areas. Following tmap, thirteen polygons, highlighted in red on &6, were
defined in order to generate local perturbationshefbottom friction coefficient in significant liom friction
tidal dissipation regions. For each of these paiggthe bottom friction roughness was assignedt eiiterent
values ranging around the global value set forréference hydrodynamic simulation (). As presented
above, all the simulations were done twice, with BES99 and the FES2012 loading tides respectagelgput,

and the ensemble of bottom friction perturbatianally contains 208 simulations.

11
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Wave drag coefficient Contrary to the bottom friction, the energy disdion due to the energy transfer from
the barotropic tides to the baroclinic tides (intdrtide drag) does not happen in very specific landl regions,
but in various, dispersed, sloppy bottom topogrammions (shelf edges, ocean ridges) where thé didaents
cross the bathymetry gradients, making it diffidoltisolate each single active site. In additiamergy transfer
efficiency is strongly dependent on local ocearatication, which is not precisely known in standla
climatology or OGCMs. The perturbations of the walrag coefficient were consequently done at the sub
divided basin scale (equatorial/tropical, mid-ladiés and high latitudes sub-divisions), showedigorg 7. For
each of these ten regions, the non-dimensional velimg coefficient was locally varied over sevenuesl
ranging around the global value set for the refegdmnydrodynamic simulation (75). The wave dragybdtions
ensemble of wave drag perturbations finally corgt&i@ simulations.

Bathymetry: Several approaches are possible for the hydradynanodel bathymetry perturbations such as
linear combinations of various datasets or modifices in specific regions from synthetic or hetemegous
bathymetry dataset. The latter was used in the chsee FES2014 model, as it enables to betterrabttie
perturbations and to choose the most responsiviengegThe reference hydrodynamic model bathymedry i
replaced by depths extracted from gridone, 1 minegelution from GEBCO and Smith&Sandwell, 15.kase

in each of the 19 regions displayed on Figure 8duden either for their dynamical impact on tistalutions or
for the large uncertainties on the reference bagigmquality (such as the Patagonian shelf). Howeve
construction of the ensemble simulations has higidid that the two bathymetry perturbations in\teddell
Sea (polygon 6) resulted in solutions showing erinrsemi-diurnal tides up to two to four timeggkarthan the
average simulations, with large increase of eriorthe whole Atlantic Ocean, in the Indian Ocead anthe
Southern Pacific Ocean. This comes from the freeemdepth reduction due to the Weddell Sea icefshel
immersion, which has been corrected in our referdyathymetry, but not in the gridone and Smith& Sesit
patches because of project schedule constraintpif@econsidered as potentially critical for thedmloerror
space, Weddell region was discarded from the batfiynpatches ensemble construction, which effectiee

contains 36 members.

A few additional members have been added from #raubations of the model minimal depth threshiids
usually set to 10 m in the TUGO-m hydrodynamic,bgloocean model. Depth threshold aims to minimize
frequency-domain modelling validity limitations wrery shallow waters, but more importantly to deéhvithe
existence of unrealistically shallow depths in mbsthymetry datasets. Potential errors arising fithis
parameter has been taken into account by produsisignembers with global values centered around the
standard value (10 m). In total, the ensemble dahyaetry perturbations contains 84 simulations (42
perturbations run with both the FES99 and FES28A)L

4.3 Data selection

As described in section 3, the tide gauge and eftynsea surface height observations were procesihda
harmonic analysis in order to retrieve the tidahianic constituents (amplitude and phase lag) baué fifteen
tidal components (M2, K1, S2, O1, etc...) and the@aissed error estimates. The altimetry data weoegssed
at the crossover points for the TP/J1/J2, TPN/Ja8l B1/E2/EN series, and along the tracks for th& 1782

series. This means a large amount of data, witrertitan 9 000 crossover points for each of the T#2Jand

12
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TPN/J1N series, about 64 000 crossover pointshfer81/E2/EN series, and even much more points gloag
TP/J1/J2 tracks. In addition to severe computationat (SpEnOI code is solving assimilation problenthe
data space), the data of the whole dataset isptonal. First TPN/J1IN and E1/E2/EN data can con&@imors
larger than the one of the prior solution and as$ed error bars are not fully reliable, so thaiclision can
degrade the resulting data assimilation accuraego®d, previous studies have shown that a limitdzbet of
high-quality data can perform as well as the fallaget. Thirdly, it is the long-going objectivesiES atlases to
keep the weight of data assimilation at the lowgsssible level and preserve as much as feasible the
hydrodynamic properties of the solutions (neededrfstance to perform energy budgets). So the sefeof the
observations for the data assimilation processived by several constraints: the computing liniitas in terms

of memory, which are directly linked to the numbéassimilated observations; the homogeneous iigparof
the assimilated observations all over the globabo¢ the necessity to constrain more closely theéeinwith the
observations in problematic regions (i.e. wherebfgms have been identified in the hydrodynamic tsmry
mostly linked with deficient bathymetry). In addit, the quality and the availability (in particularthe coastal
regions) of the altimetry data are also importasgiests in the selection. Actually, due to the 2@ryeof data
available on the TP/J1/32 orbit, the tidal constits retrievals at the TP/J1/J2 crossover pointsadong the
tracks are more accurate than the tidal retriexatte TPN/JIN and E1/E2/EN crossover points. Hewethe
Topex/Jason orbit is limited to 66° in latitude, ioth means that the E1/E2/EN data will be needed as
complement in the high latitudes.

The altimetry assimilation dataset was built in teteps. First, a systematic decimation was perfdrme
following the criteria detailed in Table 4. A thredd on the error estimate on the M2 tidal constits was also
used as a selection criterion. As some observatwifisprovide accurate estimate for some given ltida
component and show strong error for another oneta @ere then decimated specifically by applying a
threshold value to the error estimate associatéd thve considered tidal component. In particulegarding the
S2 tidal constituent, no E1/E2/EN data were setedbecause of its infinite aliasing period (suneyonous
orbit).

The second step of the construction of the altijnessimilation dataset consisted in re-ingestindJTB2
crossover and along-track data that were discabgietie spatial decimation in regions where the rhadeded
more close constraints, using an empirical, iteeaprocedure. The final dataset of altimetry cress@oints
selected for the data assimilation process is ptedeon Figure 9, with a specific color for eactinatry
mission. One can notice there are fewer observaiiothe major ocean surface circulation areasf(Steam,
Kuroshio, Agulhas Current), because of the potéptiarge contamination by meso-scale dynamicghisub-
Antarctic region, the seasonal presence of seéinies the availability of usable E1/E2/EN altimetdata and
will be rejected by the numerical Raighley criteriat harmonic analysis step. The TP/J1/J2 aloruktdata,
showed on Figure 10, clearly enables to densifyassmilation dataset on the shelves and near dbsts;
where the amplitude of the tide and the errorhiefrhodel are the largest and tidal wavelength hbetest.

The tide gauge dataset for the data assimilationgss was built from several initial tidal recodistributions:
WOCE/GLOSS coastal database, open ocean BPR datplmsded by R. Ray (and used as validation datase
in Stammer et al, 2015), open ocean BPR databaseatarctica compiled by LEGOS, Arctic database from
Kowalik, BHI and LEGOS, and four tide gauge stasimf R. Ray’s shelf database, located North of iééor

The (inevitably) redundant or neighboring obsensadi were identified and the consistency between the
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neighbor stations was systematically verified.dtak, the tide gauge database contains 600 staftgsre 11)
with a relatively homogeneous geographical repantit

Finally, iterative data assimilation experiencesved the need for some additional observation®ig peculiar
regions, where neither tide gauge nor standamhelty data were available. Dedicated coastal altiyrderived
tidal observations provided by the CTOH (TP/J1A8)fe used to better constrain the model in theseifsp
cases: 1 point North of Tierra del Fuego, 1 panthie Pamlico Bay (North Carolina) and 2 pointsween
Southern islands of Japan. The total assimilatiataskt contains 12 622 observations for the M2l tida
component and slightly less for the other companeepending on the error estimate associatedthéthidal
constituents or because of constituent-specifasaly issues.

It should also be noticed that the M4 tidal compuneceived a special treatment for the constraaicthe data
assimilation dataset. Indeed, the non-linear M4ltcbmponent mostly develops on the continentalveke
Because of it small amplitude in the open oceais, difficult to separate M4 signal from the otleeean signals
with similar space and temporal scales, and thgentmi-signal ration in M4 analysis is much too ¢éatg provide
appropriate data to the assimilation. Consequentily shelves and coastal seas data have beerfreapthe

M4 initial assimilation dataset. The complete M4imslation dataset contains altimetry crossovemnisfrom
TP/J1/J2, TPN/JIN and E1/E2/EN, along track dadanfiTP/J1/J2, the four CTOH TP/J1/J2 coastal points
previously mentioned and only one tide gauge, thenAMouth station, in the Bay of Bristol (UK).

5 Atlas assessment and validation

The validation of the FES2014 tidal atlas is baze frequency-domain (harmonic) validation of ticean tide
component plus a temporal validation of the toebagntric tide component (i.e. ocean tide plusitaatide).
The FES2014 performances are compared to state @frt global tidal models available at the timéhef study,
namely GOT4v8/GOT4v10, DTU10, TPXO9v2, EOT11A aritS2012.

5.1 Description of FES2014 tidal spectrum

FES2014 is the only global tidal atlas that offensather comprehensive tidal spectrum of 34 tidahmonents,
including linear components (K1, M2, N2, O1, P1, @1, S2, K2, 2N2, EPS2, J1, L2, T2, La2, Mu, NR2),
non-linear components (M3, M4, M6, M8, MKS2, MN4 34, N4, S4) and long-period components (MSf, Mf,
Mm, MSgm, Mtm, Sa, Ssa). Late extension to addiioequilibrium long-period tides has been recently
produced. FES2014 contains either free hydrodyrnasotutions or data assimilation results. The ahoicthe
tidal components that benefited from data assiioitatvas made upon two criteria. First, the accuracthe
non-assimilated tidal component with regards to dtaplitude: the smallest tidal components were not
assimilated. Second, the capability to separatéidaécomponents in the altimetry and tide gauseovations,

in terms of signal to noise ratio: the long-perimthl components were not assimilated. Finally,fdilowing 15
tidal components benefited from data assimilatkbh; M2, N2, O1, P1, Q1, S2, K2, 2N2, EPS2, L2, Lis®i,
Nu2 and M4. Most of the diurnal, semi-diurnal arh#inear tides were computed using the frequerayain
solver, especially the assimilated ones (for ensemmbmputational cost reasons). The smaller lirma non-
linear tidal constituents (not targeted by the desimilation) J1, M3, M8, MKS2, N4, R2, S1, S4 artlwere
computed in time-stepping simulations, with atmesphforcing (ERA-INTERIM) in addition to the usutdial
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potential forcing. No admittance relationship wasdifor these minor waves. The long-period compisn@uf,

Mm, Mtm, MSgm, MSf, Sa, Ssa) were computed in tstepping mode without atmospheric forcing.

A major, novel interest of the FES2014 tidal atlathe availability of many non-linear tidal cogénts. These
components are generally not provided by other tsoaléhough their amplitudes can reach severalieters

in shallow seas and even 1 cm in the deep ocettireicase of the M4 wave. The FES2014 atlas israilyi
designed for the tidal de-aliasing correction of gitimetry sea surface height observations, foichithe
mission accuracy requirements are set to 2 cmeénoffen ocean, so each (accurate) contributionedidal
spectrum is of importance. Another asset of the ZBH8 atlas is the supplying of six long-period kida
components (Mf, Mm, MSgm, Mtm, Sa and Ssa). Thesg-period components are generally approximated by
the equilibrium solution in the other global océmial models. At least for the constituents of pdrshorter than
one month, the overall ocean (dynamical) tide sheigsificant differences with equilibrium approxitizns. In
addition, these dynamical solutions can show remjofully unbalanced, enhancement due to topography
trapped waves (for example in the Southeast Pacific compute the total geocentric tide, neededaftimetry
observations correction, the FES2014a loading mest be added to the FES2014b ocean tide, bothgbein
consistent as the FES2014a loading tide was remfiuedthe altimetry data used in data assimilastep (cf

section 2.6).

5.2 Validation in the frequency domain

The validation in the frequency domain (i.e. of sfitment harmonic constants) enables to easilytiiyeand
locate potential deficiencies in tidal atlases. Pkeformance of the tidal model can be quite déferfrom one
region to another, but also from one tidal componeranother. Such as for the hydrodynamic simoresj the
optimal tidal atlas (i.e. with data assimilatiorgshbeen validated by computing the vector diffeeerioetween
the observations (altimetry and tide gauges) faheaal component. Figure 12 shows the vectorediffices
between the tide gauge databases provided by R(d®ayused as validation databases in Stammey 208b)
and the most recent global tidal models, for fo@imtidal components (M2, K1, S2 and O1). Herenitst be
reminded that the deep ocean tide gauge databaseeladed in the assimilation dataset for FES201bha
consequence, it is expected that the vector differebetween this database and the FES2014b tiddgIn®
very low (still, it indicates that this dataset wasind to be self-consistent in the data assinoilaprocess).
However, the comparison to the other databasedf @he coastal) shows the overall excellent pertomoe of
the FES2014b tidal atlas, whatever the considédadl tomponent. This highlights the rather unifoaoturacy
of the FES2014b atlas, compared to some other dimgpatlases that sometimes show uneven accuracy
estimates, also strongly depending on the tidastitent.

In this validation against tide gauges data, FE8B0dAnd TPXO9 (recently released, April 2020, Eglaed
Erofeeva, 2002) show the best agreement with deRXO9-atlas is a 1/30 degree resolution fully globa
solution, obtained by combining 1/6 degree baséajlsolution TPX09.vl and thirty 1/30 degree resofu
local solutions for all coastal areas. To some rextihe regional patches in TPXO9 reproduce thaness)
FES unstructured grid flexible resolution, and #fere explain the similarities in terms of perfomoas oin

shelf and coastal seas.
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5 5.3 Variance reduction in satellite altimetry obsevations and in tidal gauges

A complementary validation consists in estimatihg variance reduction obtained for altimeter obestgons or
tidal gauges measurements (noted TG), when usen§H$2014 tidal atlas as a correction for the bapat tide
sea surface height and comparing with other tidabas. This temporal approach allows taking imtwoant the
solution error as well as the omission error fa thissing tidal constituents. Notice that if thegentric tide
10  solution is used for altimeter data, only the odeanlution is used for tidal gauges.
Figure 13 shows the maps of variance reductioidat gauges sites from GLOSS network, when usiegigw
FES2014b tidal model and compared to GOT4v10 soiutalthough some of these tidal gauges have been
assimilated within FES2014 model, this diagnostitt permits to give information about the qualiof the
solution in coastal regions particularly on the rféfe coasts where none data has been assimilatedltfRe
15 indicate a significant variance reduction when gdime new FES2014b solution compared to GOT maatel f
nearly all sites. A few tidal gauges sites showneneased variance but these TG are located ina@mplex or
enclosed regions and are thus not representatitteeatoastal ocean variability observable with @gl ocean
tide model. A complementary validation was perfodmsing some independent TG along the Canadiamtitla
coasts (cf. Figure 14); it shows an important meaiiance reduction of -17 cm? for the 10 TG use@nvbsing
20 FES2014a solution instead of GOT4v10 one.

The impact of using the FES2014 tidal correctionghe global ocean is estimated by computing thimeter
SSH differences between ascending and descendioistiat crossovers, using either the new correctioa
reference one. Crossover points with time lagstehdhan 10 days within one cycle are selectedriteto

25  minimize the contribution of the ocean variabilitiyeach crossover location. This diagnostic allawsiccurate
estimation of the impact of the tide correctiontba high-frequency part of the altimeter SSH. Tdiegnostic
gives information on the temporal variance of tf&HSdifferences in the small boxes of 4°x4° usedtfa
computation. The analysis has been performed ws&ngral missions and many different global tidesats, but
we will only present the results for Jason andK@timissions: Jason is the reference and very acurssion

30 and AltiKa is independent from all the models tdstéigure 15 and Figure 16 show the maps of SSiawees
differences when comparing FES2014b with GOT4v1® BBS2012 tidal models. Results demonstrate a very
good performances of the FES2014b tidal solutiommared to the other models, with a strong variance
reduction noted in all shallow water regions (maehen 10 cm? when comparing to both FES2012 and
GOT4v10) and also in some deep ocean areas. Brtist AltiKa are a bit noisier compared to Jasoa®due

35  to the shorter time series available, but they gaeiable information for high latitudes: particljgFES2014a
shows a strong improvement compared to FES201R theaArctic Ocean region, and FES2014b also sfiyon
reduce the variance compared to GOT4v10 in thimne@xcept a slight raise of variance noted noftBaffin
Bay when comparing to GOT model.
To pursue the analysis further to the coast, wesiden along-track sea level anomalies (noted SlaA¢utated

40 from 1 Hz altimetric measurements. Although higbgiiency signals are aliased in the lower-frequédranyd
following the Nyquist theory application to eachirakter sampling, SLA time series contain the enticean
variability spectrum. Figure 17 shows the differermé SLA variances when using FES2014a tide madséad
of FES2012 (resp. GOT4v10) model, for AltiKa missiand as a function of distance to coast. Thisrtiatic

shows the very strong improvement of the new tidddition within the first 60 km from the coast ¢ tglobal
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ocean, with a mean variance reduction reaching ri@e 20 cm? within the first 30 km from the coadten
comparing FES2014a and GOT models

6 FES2014 atlas additional derived products

The primary objective of the FES2014 project isingprove the tidal elevation prediction used in HKige
altimetry data de-aliasing. However, additionalaticestimates are available from the modeling anth da
assimilation outputs. Particularly, new global tidarrents maps, estimations of tidal energy budgeglobal

ocean and loading and self-attraction componeetp@asented here.

6.1 Tidal currents

Tidal currents have been estimated on the finieeneht mesh with the discontinuous P1 discretizatmrme
estimate in the middle of each element, estimatpadrately for each triangle, see Figure 18). Th8ZeH 4 tidal
currents benefited from the data assimilation & tllal elevations data through the dynamical datign
computed from the assimilation ensemble. The tidalents are provided on a 1/16° grid like the at®ns.
Contrary to sea surface elevation, where tidelRdsnajor contributor in most ocean regions, thédasibn of
the tidal currents is quite challenging as it reggilong-enough (several months to years) accotatent meter
time series to accurately extract current harmenitstants from the tidal harmonic analysis. In toldj to be
useful for consistent comparisons, the current nggeges must be moored in sites that are repegsenof the
surrounding tidal dynamics. The main resulting ¢a@ist is to discard areas showing pronounced umeve
bottom topography, as currents are highly sensitiiecal bathymetry which cannot be captured priggey the
model grid resolution. All these constraints (tdmetwith the fact that the access to the datatenafestricted)
imply that very few observations are finally avhik for the tidal velocities validation. Luckilyoif more than
10 years Australia has been maintaining a netwbd80ADCP instruments all around the continentgipally
through its government-supported Integrated Maf@izserving System (IMOS). The Australian continental
shelf has a wide range of tidal regimes rangingnfroacro-tidal to micro-tidal, thus providing ideainditions

to thoroughly test a model. The ADCP observatioesacessible via the IMOS portal. An additionalis is
that FES2014 tidal currents are representativeepftdaveraged currents (as it is based on theoshathter 2D
equations), and currents velocity vertical profileil potentially contain some baroclinic tidal cant signal,
those currents being usually one order of magnitadger. The ADCP time series were specificallygessed
by CSIRO with the computation of the total curreatsa mean depth, which is more comparable to otgre
computed with a barotropic model. Then, a harmanglysis was performed in each current directigassely

(U eastward and V northward) for five main tidahgmonents (M2, K1, S2, O1, N2).

These in situ tidal harmonic constituents are casghao the FES2014 model tidal currents in termsesttor
differences and tidal current ellipses charactesdtifferences. The latter gives a synthetic dpon of the
tidal current for a given tidal component. Pregiseéhe length of the semi-major axis gives the mmaxn
amplitude of the tidal current and the orientatidthe ellipse gives the angle between the maireotidirection
and the eastward direction. The parameters of ltipse (orientation and lengths of the minor andanaxes)
are computed from the tidal velocity harmonic cdnents estimated in both directions (eastward and
northward). The tidal current ellipses computedrirthe current meter observations (in red) and fthm

FES2014 model (in blue) are displayed for the M2 &1 tidal components on Figure 19 and Figure 20
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respectively. The green dots show the positionth@fcurrent meter moorings. For some mooringsetfigses
are not visible on the figures due to the very lamplitudes of the tidal currents in these micradtidites.
Globally, there is a very good agreement betweenRES2014 model and the observations, at mosteof th
macro-tidal sites. At some specific moorings (Darstation and some stations inside the Great BaRief),
some large discrepancies are observed, that aréodbe fact that these stations are very clogheccoast, in
very shallow areas where the resolution of the FE82lobal tidal model is too coarse to accuraselye the
currents. At some other stations (Coffs Harbour nmgg, located in the open ocean, the model shoery v
strong unrealistic eastward components. This istdue lack of resolution in the model grid, espkgiat the
shelf break (the Coffs Harbour station is locatéube to a steep bathymetry slope). This is a weadivkn
numerical artifact of the discontinuous numericiakccetization of the tidal currents appearing whise model
grid has insufficient resolution over steep botttmpography. Somehow, the validation of the FES26d4l
currents not only depict the overall fit with obgations, but can also suggest a careful additisaaening for

future FES grid design, complementary to diagnestiade from the tidal elevation validation.

6.2 Energy budget

Barotropic tides energy budget is basically a walpable diagnostics to examine the model perfooaarand
accuracy, and to understand more precisely how tiglamics works as an energy generation, transpuot
dissipation mechanism. It can also be a proxy ef ititeractions of ocean tides with ocean circutaimd

stratification (bottom friction and internal tiddsag rates of work) and be a feeding parameteeteigl ocean
circulation models that do not solve explicitly fibre tides and need to parameterize their effentstly on

mixing. Energy budget has been estimated both fitwrprior, dynamically balanced tidal solutionsafiks to
their unprecedented accuracy), and from the daiandation solutions. The latter are of course maceurate in
elevation and currents, but are not perfectly baddr(dynamically consistent). However the limiteti@n of the

data assimilation due to the prior solutions accyiraand the dynamical quasi-coherence of the canaes
computed from the ensembles allow for meaningfergy budget estimates.

Among other possible energy estimates (bottomidct potential forces, etc... rate of work), theemyy

conversion rate from barotropic tides toward baniclinternal tides (Figure 21) is very valuablagiostic to
identify and quantify internal tides generationr Eaample, it can be used to feed additional vairiitiffusion

parameterization in ocean circulation models whieles are not explicitly resolved.

6.3 Loading/self-attraction atlases

New maps of the loading and self-attractions effdwve been estimated taking into account thenpireiry
FES2014a tidal elevations. In pre-FES2014 era, b8#ses were computed from the projection of thévea
finite element tidal elevation upon a high resauotregular grid, either using spherical harmonia&Inumbers
approach or an equivalent Green function convatutitdowever, T-UGOm tidal models needs the gradaént
LSA, obtained first through a projection back toite element grid, then derivation. The two-waysj@ction
can trigger some undesirable numerical effects, ameéw software has been developed to directlyedhe
LSA atlases on the finite element grid, using Gr&erctions convolution (Lyard et al., 2020, in paegtion).
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5 Figure 22 shows the amplitude of the resulting MeALcomputed from the FES2014b atlas, and the eiffezs
with the GOT4v8ac loading effects.
As the computation of a tide model is an iteratprecess, these FES2014a LSA maps have been used to
compute the final tidal model version FES2014bwshg an improvement of the global performanceseimts
of tidal correction as shown on Figure 23.

10 6.4 Lowest/Highest Astronomical Tides (LAT, HAT)

Lowest astronomical tides are commonly used in dgdiphic services as the reference level for naluticarts
and terrain models. It is also a valuable dataanitme engineering and risk assessments studies.
The FES2014 LAT (and HAT, highest astronomicalgjdehart has been computed from an eighteen-ydar ti
prediction (to account for nodal fluctuation inaidamplitudes) based on all available tidal coustit in the

15 FES2014 atlas (Figure 24). Mean lowest lower t{d#sL W) and mean highest higher tides (MHHW) levéds
used by NOAA) could be obtained in a similar wafS2014 LAT is routinely used at LEGOS to convert
bathymetry from hydrographic services into oceanamdevel bathymetry as needed in numerical ocean
modelling, especially in coastal and near-shordigorations.

7 Conclusions

20  Despite the tremendous efforts devoted worldwidemjorove tidal corrections for altimetry during tlest two
decades, we still face challenging issues in siedf coastal seas, as well as in high latitude a;esnere the
atlases accuracy remains too limited for a preeaisnetry data processing. Considering this matthe,
FES2014 atlas can be considered as a very sigmifstap forward, keeping close to others atlase¢bendeep
ocean but showing a lot of improvements in shalleater seas, and some significant ones in the ftitudie

25  seas.

After proper, competitive evaluation procedureshé@s been selected for CNES/NASA/ESA/EUMETSAT
operational and re-processing altimetry data desalg correction, and more recently as the stanclamection

in ITRF conventions. Thanks to the (accidental) aual delay between FES2014 atlas release and this
publication, the project team and the user’s conityaould accumulate extensive experience on FE&20lAs

30 performances in tidal prediction/correction domaiamely, beside space-borne applications, it is modely
and successfully used for regional modelling ansltin data processing applications, supportingomnfidence
in its remarkable accuracy. As a matter of facg oan consider that, even five years after itsasde FES2014
is well placed in the most useful global ocean titlases short list because of its extended tigattsum (34
constituents, among which 15 were optimally adjidtg data assimilation), its unprecedented accuirashelf

35 and coastal seas and its coastal details gridofleyi
The forthcoming SWOT altimetry mission will espdlyigrofit from these specific characteristics awill offer
coastal and near-shore nearly continuous, highuiso coverage. However the FES project team risaaly
making plans to design the next FES atlas generatith emphasis to SWOT mission requirements aeatls,
which should be available within three years orHunking about more detailed shallow water obseovade-

40 tiding, the improvement of the hydrodynamic modél lae one of the critical issues, and will needaggregate
further accurate world-wide bathymetry, which igealious and complicated task as the attempt tosacce

national hydrographic services data is often faisig, especially when existing data public reldadamited by
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non-scientific considerations. To some extent, aredee that future atlases improvements and osallracy
will be locally strongly correlated with the levef cooperation of national services in this matféew or
improved space-borne bathymetry estimates (grawitisefa surface inversion, IceSAT-2 laser processing
surface wave’s wavelength inversion from opticabylanight hopefully ease the issue, especiallyeimate or
poorly accessible ocean parts, but open-mindedniatienal cooperation and eased public data aceessin a
key factor for next generation tidal products. Mehite, we believe that FES2014 tidal atlas will @ma
useful base for tidal prediction and correctionpad in terms of surface elevation and tidal catse in present
or future altimetric or gravimetric satellite obgations and in many maritime applications.
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Figure 1: Element-wise resolution (in km) of the FES@14 unstructured grids (upper panel) and FES2014/FE®04

resolution ratio (lower panel). Resolution increasenas been mostly focused on ocean ridges, shelvesl ashores
10 (wherever reasonably accurate bathymetry was madevailable to the project). The numerical resolution & the

frequency domain solutions is half the element-wisesolution due to second order basis functions (lggange P2).
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Figure 2: Vector differences (red dots) between thpurely hydrodynamic solutions of FES2004 (a), FES2@1(b) and
FES2014 (c), and the deep TPJ1J2 altimeter crossovgoints, for the M2 tidal component. The size of theed dots is
10 proportional to the vector difference between the radel and the observations. The background colour she the

amplitude of the M2 tidal component from the modelin cm).
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Figure 3 : Vector differences (red dots) between thpurely hydrodynamic solutions of FES2004 (a), FES2Q (b) and
10 FES2014 (c), and the deep TPJ1J2 altimeter crossovpoints, for the K1 tidal component. The size of theed dots is
proportional to the vector difference between the radel and the observations. The background colour she the

amplitude of the K1 tidal component from the modekin cm).
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Altimetry crossover points data assimilated in FES2014

Figure 9: Altimetry crossover points selected for e data assimilation: TPJ1J2 in blue, TPNJIN in redE1E2EN in
green.
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Figure 11: Tide gauge stations selected for the datssimilation
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Figure 13 : Variance reduction at tidal gauges siefrom GLOSS network, when using the new FES2014bd&l model
and with GOT4v10 solution in cm?. Analysis computedver the 2007 to 2011 time period.
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Figure 14: Variance reduction at Canadian tidal gages sites, when using the FES2014a tidal model andntpared
with GOT4v10 solution in cm2.
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Figure 15 : maps of SSH variance differences at cssovers using either the FES2014b tidal solution ¢he GOT4v10
solution in the SSH calculation for Jason-2 mission(on the left, J2 cycles 1-281), and for AltiKagn the right, AL
cycles 1-21, incm?).
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Figure 16 : Maps of SSH variance differences at cesovers using either the new FES2014a tidal solutiamd FES2012
atlas in the SSH calculation for Jason-1 missiorfon the left, J1 cycles 1-248), and for AltiKa (onhe right, AL cycles
1-14, in cm?).
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Figure 17 : Difference of variance of SLA for AL mision as a function of distance to coast, when usirthe new
FES2014a tide model instead of FES2012 solution (oeft) or GOT4v10 solution (on right) in the SSH calclation
(cm2). AL cycles 1-14 are used.
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Figure 18: Principle of the DNP1 (discontinuous, ne-conforming linear) and LGP2 (continuous, quadratiq
discretizations used for the computation of the FESP14 tidal velocities and elevations, respectively.
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Figure 19: M2 tidal component, tidal velocity ellises at the 48 current meter stations around Austré, for the
FES2014 tidal model (blue) and the ADCP observationged)

K1 wave

105°E 120°E 135°E 150°E 165°E

10

Figure 20: K1 tidal component, tidal velocity ellises at the 48 current meter stations around Austra, for the
FES2014 tidal model (blue) and the ADCP observatior(sed)
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Figure 21 : M, barotropic energy conversion rate (W/m?) toward baoclinic internal tides computed from FES2014
hydrodynamic prior.
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Figure 23 : Maps of SSH variance differences at cesovers using the new FES2014b tidal model or the gdiminary

FES2014a solution in the SSH processing for Jasormaiission (left panel), and for AltiKa (right panel) (cm2). On one

hand, FES2014b elastic tide uses FES2014a tidal loadj and on the other hand FES2014a elastic tide isaked on
10  GOT4v8ac tidal loading.
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Figure 24 : Lowest Astronomical Tides (LAT) computed fom an 18-year FES2014 tidal prediction.
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RMS of the vector M2 tidal component K1 tidal component
difference (cm) Xover TPJ1J2 Xover TPJ1J2 Xover TPJ1J2 | Xover TPJ1J2
deep shelf deep shelf
FES2004 hydrodynamic 4.56 12.32 1.45 4.19
FES2012 hydrodynamic 2.38 9.25 1.07 2.97
FES2014 hydrodynamic 1.53 6.44 0.88 2.26
5
Table 1: RMS of the vector differences (in cm) betwen the purely hydrodynamic solutions of FES2004, FE®22 and
FES2014, and the TPJ1J2 altimeter crossover pointspifthe M2 and K1 tidal components.3 Tidal harmonic onstant
data processing
Satellite TIP - GFO |ENVISAT |
name Jason ERS-2
Satellite
cycle 9,9156 | 17,0505 35
(days)
Darwin Wave Aliasing | Aliasing | Aliasing
name period (days) days) (days)
g g Sa 18262109 18262100| 1826211 | 1826211
S g § Mn 275545507 27 554551 | 44,7274 | 12953
My 13,6607909 | 36,1677 | 68,71484 | 79,92275
_ Q: 1,11951486 | 69,364499| 74,0496 | 132,8061
E§ 0, 1,0758059 | 45,714182| 112,9535 | 75,06697
a2 P,  |100274543| gg 89087 | 4466,666 | 365,2422
Ky 0,99726957 | 17319224 175,4479 | 365,2422
T N,  |052743118 | 49528177 | 52,07205 | 97,39296
28 M, |0.51752505| 62 107485| 317,1081 | 94,48645
E S S, 05  |58741706| 168,8168 | #DIV/O!
[}
10 n K, 049863478 | g6 596122 87,72393 | 182,6211

Table 2 : Aliasing periods of main tidal waves for T®EX-Jason, ERS-EN and GFO altimeter samplings

TPJ1J2 TPNJIN ERS-EN
Min/Max latitude +/- 66.14° +/- 66.14° 80.25°N / 75.44°S
Cycle duration (days) 9.91564 9.91564 35
Number of cycles used 743 223 172

15 Table 3 : Description of altimeter data used
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Data

TP/J1/J2 crossover points

TPN/J1N crossover points
E1/E2/EN crossover points

TPJ1J2 along track data

Area

Shelves
Open ocean
Shelves
Arctic Ocean

Shelves

Resolution

No decimation
200 km

No decimation
100 km

20 km

Ocean Science

Max error on
M2

lcm
lcm
2cm
lcm

lcm

Discussions

Nb data (M2)

750

3677

278
244éxcept )

6024

Table 4: Selection criteria of the altimetry observéons for the data assimilation process, dependingn the mission
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