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We have copied the reviewer’s comments in bold, with our replies following in normal
font.

1 Summary evaluation.

The SKIM mission is based on the concept of measuring total surface velocity
using near-nadir Doppler scatterometry. One of the critical factors in the feasibil-
ity of this concept is demonstrating the ability to remove the velocity signature
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of gravity waves,which, following previous work by Nouguier et al. (2018), can
be 20 to 30 times the value of the Stokes drift. This can result in wave induced
signatures on the order of 2 m/s to 3 m/s, which are more than an order of mag-
nitude greater than the desired current accuracy.

The main purpose of this paper is to demonstrate that this is feasible using the
current model. To show this, the team has deployed two Doppler scatterome-
ters (at Ku and Ka-bands) together with significant in situ resources, including a
buoy to obtain surface wave spectra, HF-radar, and two kinds of drifters drogued
at different depths. The final results of the paper show a good agreement be-
tween the theory of Nouguier et al. at Ka-band (although see detailed comments
below), the band proposed for SKIM, but poor agreement at Ku-band and a dif-
ferent frequency dependence between Ka and Ku than predicted by the theory.

The experiment was carefully and thoughtfully designed and the team has made
a significant effort to characterize the instruments, especially as regards the
mean behavior of the signal. Some discussion has been devoted to the effects
of antenna beamwidth at Ku-band leading to contamination of the Doppler sig-
nal due to the variation of the radar cross section within the radar footprint.
However, given the qualitative discrepancy between theory and observations,
additional effort should be devoted to quantifying the measurement errors to
show that the Ku-band observations could be compatible with the theory, given
feasible measurement uncertainties. Alternatively, physical sources for the dis-
crepancy should be identified for future avenues of study. A more detailed sug-
gestion is given below.

We thank Dr Rodríguez for his thorough reading of our manuscript, for his many insight-
ful suggestions, which we will do our best to implement, and for waiving his anonymity.

We share Dr Rodríguez’s opinion that the paper is not clear enough regarding the rea-
sons for the large discrepancies observed between the Ku-band radar measurements
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and the drifter-derived TSCV estimates. Though in our opinion these discrepancies
are essentially explained by the very broad KuROS radiation diagram (recalling again
that this instrument was not originally designed for this type of measurements), this is
not stated explicitly enough in the originally submitted article.

We propose to attempt to reorganize some of the material of sections 2 and 5 in the
form of an error budget restricted to its geometrical factors (other error contributions
have been thoroughly addressed in Rodríguez et al., 2018) and to prove that our hy-
pothesis is indeed correct. Should this prove impractical, or should this lead to an
unreasonable increase in the manuscript length (which has already been mentioned
by an Anonymous Referee as problematic), we would at least make an explicit state-
ment of our hypothesis regarding the origin of the discrepancy.

Overall, the paper has a logical outline. However integration of the different
sections into a consistent style and level of detail has not been as successful,
leading to some repetition and confusion, at times. The paper would benefit by
a final integration to sharpen the presentation into a more uniform manuscript.

We are in the process of streamlining the text and searching for typos. As requested
by an Anonymous Referee, we will also do our best to remove repetitions to reduce the
length of the manuscript.

In spite of these reservations, I think that the data collected are an important
data set that should be in the open literature and recommend its publication,
hopefully after some of the more detailed comments below have been addressed.
I recommend that the authors consider putting the data in the public domain, so
that it can serve to lay the groundwork for work that will strengthen the case for
the SKIM mission.

We thank Dr Rodríguez for this appraisal of our work. Ensuring an open access to the
Drift4SKIM dataset will be performed in the course of the IASCO project, funded by
ESA.
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2 Error Quantification

Although there is a numerical discussion of various error sources (especially
biases due to the antenna pattern and azimuthal variations of backscatter cross
section), there is no attempt at deriving an error budget for either of the instru-
ments. This would not be important if the observed measurement scatter were
small. However, it is far from small, as can be seen in Figures 12, 13 and 16,
where measurement standard deviations varying from 1 m/s to 2 m/s can be ob-
served. Figure 12 is very enlightening about the variation characteristics of the
Ka-band measurements, and an equivalent version would have been very useful
for Ku-band. For SKIM, it is important to show that not only the model predicting
the mean behavior is understood, but also that the error performance is under-
stood. Currently, this information is not contained in the paper, but all the data
are available to produce this validation.

The error budget should contain, at least:

1) Expected measurement random velocity errors, which can be calculated in a
straightforward fashion from the pulse pair correlation.

2) Contributions from pointing errors. For KuROS, the incidence angle is very
well constrained by the high range resolution (although platform elevation cou-
ples in at shallow angles, as noted by the authors), but this is not the case for
KaRADOC, where a single footprint is used. Typical aircraft roll (and, to a lesser
extent, pitch) variations will lead to variations in the local incidence angle of up
to a few degrees (leading to large errors, if uncorrected) , and it is not clear in
the description of the processing how these effects are mitigated.

3) Error bounds on the possible Doppler effects due to uncertainties in the an-
tenna pattern.

4) Error bounds on the expected effects of the sigma0 azimuth modulation errors
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as a function of azimuth, which can be obtained us-ing the wavelength of the
resolved waves, shown in Figure 9.

5) Modeling assumptions(see below).

As stated above, we understand Dr Rodríguez’s position on this issue, and will either
produce a formal error budget on the basis of his detailed suggestions, or if this makes
the manuscript unpractically long, make the origin of the discrepancy explicit in the
revised version.

Both radar systems have high PRF to properly sampling the Doppler. Is the
contamination due to range ambiguities significant? Has it been considered as
a source of error?

We have never seen any sign of this particular issue in the KuROS imagery, and have
thus not considered it as a source of error. We expect the issue to be less significant
at the near-nadir incidence angles discussed in our manuscript than at the quite large
incidence angles typically used by DopplerScatt.

Examination of Figure 12 shows passes in the east-west direction have lower
levels of variations than those going north-south. In addition, the frequency of
variation is higher on the 22nd than on the 24th, but the amplitude of variability
is larger on the 24th. What is the reason for this? It does not seem to align
with wind or wave directions. In any case, the characteristics of the variations
seem to be long-wavelength, leading one to suspect either attitude errors or
errors due to the changes in the surface field characteristics. Examining the
equivalent noise characteristics of the Ku-band data would potentially help in
understanding the differences between the two frequencies.

The data shown in figure 12 have been low-pass filtered to remove the large fast vari-
ations due to individual waves. This has been stated explicitly in the caption. We have
checked the long-wavelength variations are not linked in a straightforward way to the
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plane attitude, and our current position is that they are caused by changes in surface-
field characteristics. As regards the Ku-band noise characteristics, as stated above,
we currently favor the hypothesis that the difference in antenna radiation diagram is
sufficient to explain the large discrepancy between the Ku-band and the Ka-band mea-
surements. Should our analysis of the error budget show that this is not the case, we
will investigate in more depth this suggestion.

One observation is that, comparing the variations in Figure 16 and 13, the level of within
track variability is smaller for Ku band than for Ka-band. Thus the lack of agreement
with the model is not due to higher random noise (as could be expected from wave
sigma0 contamination), but through some systematic azimuth dependent effect. One
potentially useful exercise is to assume that the azimuth brightness gradient contains
additional harmonics to the ones estimated in going from Fig. 16a to 16b. Is it possible
to account for the divergence from the model with these higher harmonics? If so,
are these excluded by the sigma0 observations? Can they be ascribed to systematic
coupling that might happen between the antenna pointing and the attitude? If these
explanations are not feasible, does this indicate that additional physics needs to be
incorporated into the model (at least at Ku-band)?

As stated above, we currently favor the hypothesis that the difference in antenna radi-
ation diagram is sufficient to explain the large discrepancy between the Ku-band and
the Ka-band measurements. Should our analysis of the error budget show that this is
not the case, we will investigate in more depth these suggestions.

3 Modeling and retrieval issues

There seems to be some mixed messages regarding the modeling assumptions.
In Nouguier et al. (2018), a Gaussian assumption is made throughout. On the
other hand, the authors quote the asymmetry and skewness of the slope distri-
bution (with references to Munk (2008) and Chapron et al. (2002)) in order to ex-
plain the upwind/downwind asymmetry in the Ku-band backscatter cross-section
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(Figure 10), which is not insignificant. In equation 16, the isotropic backscatter
curves of Nouguier et al. (2016) are used, but they are multiplied by an azimuthal
modulation factor F(ϕ), which is not in the original paper and which does not
seem to show up again in the analysis. Was such a factor used? If so, is it re-
lated to the azimuthal modulation factor quoted in the azimuth modulation fits
quoted (but whose values are never given) in the second paragraph in page 21?
If not, where is it coming from? Backscatter data are collected at Ku-band and
presented in Figure 10A. Do these backscatter data fit the model in equation 16?
If so, are the azimuthal modulations derived from these data for both Ku and Ka?
If not, is there a justification for using equation 16 when it does not match the
data?

We will clarify these issues in the text. Clearly, the upwind/downwind asymmetry is not
accounted for in our current model. Our rationale in using equation (16) even in this
situation was that, though this asymmetry can be observed in the data, it is however
strongly dominated by the Gaussian behaviour that the model is based on.

In the Nouguier et al. (2018) paper, there are two models presented: one for
range resolved or not range resolved Dopplers. Since KaRADOC is not resolving
the waves, I assume that the second model is used. This model contains two
parts (equation 15, Nouguier et al. (2018)), one which dominates along the wave
direction, and another one which has contributions at other azimuths. In this
paper, only one term seems to have been kept (i.e., equation 15, Nouguier et al.
(2018)). What is the justification for neglecting the second contribution at other
azimuths?

We will clarify these issues in the text. Our justification for neglecting the second con-
tribution was that it was practically difficult to estimate from the data, and theoretically
subdominant.

It is well known that non-Gaussian effects will lead to a correlation between the
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modulation of the slope rms and the location along the wave phase. This ef-
fect leads to the EM bias in altimetry, for example. Will the level of modulation
consistent with EM bias results lead to a change in the predictions made by the
model? Will it lead to an upwind-downwind asymmetry in the Doppler? Can it
partially account for the 10-percent adjustment that had to be made to make the
model predictions fit the data?

Though we share Dr Rodríguez’s interest in these issues, we have not yet been able to
analyze the Drift4SKIM dataset in sufficient depth to identify how we could contribute
answers to all these questions. It is definitely in our plans for the forthcoming years
to clarify these issues and assess the impact of non-Gaussian behaviour of the sea
state on potential SKIM current retrievals, but this was not feasible in the scope of this
necessarily limited first analysis of the dataset.

In the retrieval of the surface currents, it was assumed that the current in the
scene remained constant. However, as shown in Table 2 and Figure 7, there
was significant change in the currents due to tidal variations measured by the
Trefle buoy. How was this accounted for during the fitting? The HF-radar imager
linked to in the paper also show some current gradients in the region: were
they observable by the radars? Table 2 also shows significant disagreement
between the Trefle buoy velocities and those from the other in situ data. Could
you comment on the source of discrepancy?

Once again, these effects, though interesting, were not sufficiently well resolved during
the experiment to lend themselves to a thorough analysis. Our approach has thus
been to compare time and space averages of the surface current estimates obtained
using the different instruments. This unfortunately tends to degrade the agreement, by
leaving as “unexplained discrepancies” effects which could be reduced into “resolved
variability” by a more careful analysis. We felt this was however still out of the scope of
this first account of the Drift4SKIM experiment.
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Regarding the disagreement between the Trèfle and other in-situ velocities in Table
2, we suspect a misunderstanding: the data reported as “buoy (Us, Vs)” in the table
are the Stokes drift components at the center of the “Offshore” area, estimated from
the Trèfle buoy IMU data on November 22nd and from the closest Spotter buoy on
November 24th. The figures are indeed markedly different from the drifter velocity
data, but are in reasonable agreement with the Stokes drift estimates provided by the
WAVEWATCH III model.

4 Miscellaneous comments

Figure 5 appears with insufficient attribution or description. Part of it comes
from Nouguier et al. (2016), but there are additional subpanels whose prove-
nance should be clarified.

Details for each panel have now been added to the caption: (a) The Stokes drift, wave
height and wind speed are taken from buoy data at Ocean Station Papa from 2010 to
2017, with wave data is from WMO buoy 46246 maintained by the University of Wash-
ington (Thomson et al. 2013) (b) mssshape estimated from GPM satellite back-scatter
using modeled co-locataed wind speed and wave height, reproduced from Nouguier et
al. (2018). (c) and (d) MWD was computed for a wide range of modeled ocean wave
spectra using the theoretical model of Nouguier et al. (2018), and plotted here as a
function of the wind speed.

The term mssshape is introduced with just a reference to Nouguier et al 2016. To
make things easier for the reader, it should be clarified that it is the apparent rms slope
obtained by fitting the backscatter curves. Indeed, the mssshape is a parameter that
is a function of the radar wavelength and is obtained from the variation of backscatter
with azimuth. This is now introduced and defined with eq. (16) and clarified in the text:

mssshape is a diffraction-effective mean square slope that varies with the radar wave-
length and that controls the variation of the backscatter power with the incidence angle
(Nouguier et al. 2016).
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In page 32, there is a statement made about the equivalent depth of the mea-
surements from near-nadir Doppler scatterometry. However, no such derivation
is presented in the papers referenced. It would be useful to the community of
this statement were backed with a calculation for the two wind speeds (perhaps
as an appendix)

We appreciate the importance of this comment. However, given the length and com-
plexity of the present paper we have preferred to keep this discussion to a minimum
(mentioning that the different phase speeds are weighted by their contribution to the
mssshape), A detailed analysis of the possible influence of the vertical current shear
will be given elsewhere. In short, each monochromatic wave train contributes to the
back-scatter proportionally to its contribution to the mean square slope. Adapting the
theory by Stewart and Joy (1974), we thus expect a measurement depth weighted by
the slope spectrum. In practice, considering a realistic simulated wave spectra, this
gives an average over the top 1 m of the ocean, compared to 2 m for the 12 MHz HF
radar used here as a reference.

We are working on a short note giving the details of the theoretical and expected cur-
rent measurements in the presence of a vertical shear (Nouguier et al., in prep).

Interactive comment on Ocean Sci. Discuss., https://doi.org/10.5194/os-2019-77, 2019.
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