
Author’s response to Topic Editor Decision by Mario Hoppema
of 18 Oct. 2018

October 24, 2019

Editor’s comment: The authors give a comprehensive answer to this [discussion of the fit
procedure], which clarifies a lot. However, it is not clear whether you added this to the
manuscript; this would be quite helpful.

We decided to put the technical details into the supplement and added a sentence referring to the supple-
ment to the manuscript.

Editor’s comment: The author’s answer [to the apparent mismatch between field and lab data]
is only partly satisfactory. The referee points to certain data, which seems to contradict the
results of the present study. The authors only point to other results and do not address the
issue as such. I think the authors should specifically address this. Possibly the authors could
add a short discussion about this controversy.

The editor is correct, we did not include the requested discussion about this controversy directly into the
answer to the reviewer. However, a detailed discussion has been added to the paper:
In Sec. 4.5.1. we clearly state the discrepancy between our lab results and some of the field results. Then
we added that the data from field experiments do not give a consistent picture either. This is most evident
in a comparison between gas exchange results obtained by the eddy covariance method using DMS and
CO2 and the dual tracer technique using 3He and SF6.
In Sec. 4.5.2 we discuss to which extend the fetch dependency of the bubble-induced gas transfer velocity
could explain the di↵erence between very short fetch wind-wave tunnel experiments and the open ocean.
Indeed there are clear indications from the laboratory experiments that bubble-induced gas exchange in-
creases with fetch. Again, the available field data and modeling of these data and the volume flux of
bubbles induced by wave breaking gives no consistent picture.
Therefore, we state in the penultimate paragraph of the conclusion that further research and experiments
are required to resolve the issue.

Editor’s comment: In the revised manuscript, the title and abstract say wind speeds of up to
85 m/s were considered. However, in Table 1 the wind speed range is 14-80 m/s. Please clarify
and/or correct.

14-85 m/s is correct.

Editor’s comment: The manuscript does not have a formal Discussion section. However, the
results are discussed al right. Please add a Discussion section, or rename the Results section
to Results and Discussion.

We changed the title of the section ’Results’ to ’Results and discussion’.
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Editor’s comment: citing of website is double [multiple times]

This was caused by the copernicus bibtex style. When there is both a url= and a doi= in a given bibtex
entry, the tex compiler will include both in a citation, instead of the doi only. We removed all url= from
the bibtex entries, where a doi= is present for all a↵ected bibtex entries.

Editor’s comment: P28 Line 32 Measurement (typo)
P29 Line 23 Henry’s (typo)
P30 Line 18 Please add the University of the thesis
P31 Line 6 Please add the University of the thesis
P31 Line 10 This citation seems to be incomplete. Please add info
P31 Line 35-36 citing of website is double. The first link leads to the wrong book. The citation
is erroneous. Please correct

All corrected.
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Author’s reply to

’Interactive comment on ”Air-sea gas exchange at hurricane wind

speeds” by Kerstin E. Krall and Bernd Jähne’

by Byron Blomquist

August 29, 2019

The authors thank Mr. Blomquist for his thorough and helpful comments. A point by point answer to his
comments can be found below.

Computation of u
10

Reviewer’s comment: However, I would like to see a bit more detail on the assumptions involved
in deriving an open ocean-equivalent 10 m wind speed and u* from wind speed measurements
in the wind tunnel(p.12).

We now explain this in more detail in the manuscript. To this end we will add our co-workers from Kyoto
(Naohisa Takagaki) and Miami (Andrew Smith) as co-authors, because they made the measurements and
greatly helped with computing u

10

. We also found a mistake in converting between u⇤,a and u⇤,w, and
decided to use Donelan et al. (2004) (lab measurements of C

D

) instead of Powell et al. (2003) (field
measurements of C

D

) to convert measured wind speeds in Miami to u⇤ and u
10

. This slightly changes the
relationships k

x

(u⇤,w) and the model parameterization equations, but not our findings. Further details and
an in-depth description of the measurement procedure can be found in Takagaki et al. (2012) and Donelan
et al. (2004).

Separation of total gas transfer velocity into the components used in Eq. 10.

Reviewer’s comment: I don’t fully understand how the parameters defined on p.16 (ks600,
kc600 and kr) were obtained from the measurements. Was kc600 determined using only data
for SF6 and CF4 (and only SF6 in seawater), as mentioned on p.18 and are these results shown
in Fig.7b? Were these then applied as fixed values in a two- parameter fit to data for all gases
to obtain ks600 and kr in Fig. 7a,c?

Each wind speed is treated separately. The fit routine does not know u⇤ or u
10

. Input parameters
are: all k

meas

, of one wind speed condition, Sc and ↵ calculated at the water temperature k
meas

was
measured at. In a first step, the fit routine minimizes (k

tot

-k
meas

)2 using a standard least squares algorithm
(scipy.optimize.curve fit in python) where

• k
meas

is the set of all measured k at one specific wind speed condition, and

• k
tot

is calculated from the corresponding physico-chemical tracer properties ↵ and Sc using Eqn. 10
with the free and to be optimized parameters k

c600

, k
s600

and k
r

.

In the next step(s), the condition given by equation 16 is looked at. If it is fulfilled, the fit routine
commences and outputs k

c600

, k
s600

and k
r

from step 1. If the condition Eqn. 16 is not fulfilled, the fit is
repeated, however the parameter space is reduced for k

c600

, with the maximum allowed value of k
c600

being
k
c,max

= k
meas,T,600

� k
s600

where k
meas,T,600

is the highest measured, Schmidt number scaled transfer
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velocity of either SF
6

or CF
4

. This second fit yields a new set of k
c600

, k
s600

and k
r

, for which the check
according to equation 16 is performed again. This is repeated until the condition is satisfied, and the fit
routine commences with the results k

c600

, k
s600

and k
r

from the last iteration step.
This is repeated for each wind speed condition of each of the campaigns separately.
k
c

(↵)-curves as well as plots showing a comparison between k
meas

and k
modeled

are shown in the appendix
below.

The parameter k
c,600

Reviewer’s comment: There’s potential confusion with the notation for kc600, defined on P.16
as a constant(maximum) value for bubble transfer at a given u*, because kc is also the second
term in Eq.10 which could be measured under conditions where Sc=600, but would not be the
same as kc600 defined on p.16 since it depends on gas solubility. I suggest using a di↵erent
notation for the fit parameter representing the maximum limiting value of kc.Perhaps results
for kc can also be shown on a plot similar to Fig.2, where the ’kc600’ parameter is indicated
as the value of kc at the low solubility limit, where the curve is flat?

The definitions are indeed consistent. Maybe this line of reasoning helps:
Starting from Eqn. 9,

k
c

=

1

↵
k
r


1� exp

✓
� ↵

↵
t

◆�
,

assuming that the exponent ↵/↵
t

is small, we can calculate the Taylor series up to the second term,

exp

✓
� ↵

↵
t

◆
= 1� ↵

↵
t

.

Inserting this into Eqn. 9 above immediately cancels ↵, so that k
c

indeed does no longer depend on ↵ for
small ↵. Then, replacing ↵

t

with its definition given in Eqn. 8 yields

k
c,low↵

= k
c,600

✓
600

Sc

◆
nb

which is the definition of k
c,600

in the limit of low solubilities given in Eqn. 6 and also again given on P16.
Also have a look at the k

c

(↵)-curves in the appendix below, which show a flattening for the low solubilities.
Maybe the confusion comes from the attempt to apply Schmidt number scaling to k

c

as given in Eqn. 9
for a gas with a solubility close to, equal or larger than ↵

t

to arrive at something like a CO
2

-equivalent
bubble surface transfer velocity, which one might also be tempted to also call k

c,600

. However, since k
c

as
given in Eqn. 9 does depend on the solubility, Schmidt number scaling is not permitted, so that

k
c

✓
Sc

600

◆�n

6= k
c,600

for gases with a solubility close to, equal or larger than ↵
t

.

Comparison with other wind-wave tank experiments

Reviewer’s comment: I’m surprised the authors do not present a detailed comparison with
results from Rhee et al. 2007, which is a similar wind-wave tank gas transfer study and should
be more directly comparable to this work than the field studies.

Rhee et al. (2007) is, among other studies, rather irrelevant for our work, because 1) their highest measured
wind speed is 13 m/s, and 2) their means of bubble generation (submerged aerators) is very di↵erent from
ours (wave breaking induced bubbles only). Therefore such a comparison is not meaningful. In the
introduction, we refer, of course, to the two previous lab studies in the Kyoto high wind speed facility:
Iwano et al. (2013, 2014) and Krall and Jähne (2014).
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Comparison with Mischler’s bubble tank experiments and di↵erence between DMS and
CO

2

Reviewer’s comment: The absence of detectable bubble transfer below u*w=5.8 m/s for all
gases is certainly unexpected, and to me a sign that something is very wrong here. For example,
from the information presented in Fig.2 (Mischler, 2014) we expect kc for CO2 (alpha=0.78@
20oC) and kc for DMS (alpha=12 @ 20oC) to di↵er by more than a factor of 10.

Figure 1 shows the modeled k
c

for DMS and CO
2

in salt water:

Figure 1: Modeled k
c

for DMS and CO
2

in salt water

Both are, as expected, di↵erent by more than a factor of 10. However, since k
c

for DMS and CO
2

are very
small compared to the surface transfer velocity, this di↵erence can hardly be spotted in Fig. 10, where we
show the total modeled k of DMS and CO

2

. This finding is in perfect agreement with Mischler (2014),
who measured pure bubble-induced gas exchange in a special bubble tank.
The reviewer could have easily produced a graph like this for any gas by using the model parameterization
equations for k

c,600

and k
r

given in the appendix of the manuscript together with Eqns. 8 and 9 and
computed the di↵erence in k

c

for DMS and CO
2

for himself.
To summarize, when there are bubble e↵ects, we do indeed see the correct spacing between DMS and CO

2

.
Nothing is wrong with our data or the fit.

Missing bubble-induced gas exchange at moderatly high wind speeds

Reviewer’s comment: The absence of any di↵erence in transfer rate at moderately high wind
speeds among gases covering a broad solubility range is an indication that something is wrong
in the determination of kc or that the experimental design is unable to simulate mechanisms of
gas transfer at these wind speeds at sea. This result is certainly contradicted by field evidence
from several studies showing a generally linear increase in k for DMS at wind speeds of 10-20
m/s and a roughly quadratic increase for a less soluble gas like CO2 over the same interval.

The reviewer’s argument is only partially true. Field measurements show a rather confusing picture. While
the results of Blomquist et al. (2017) show significantly higher gas transfer velocities for CO

2

than for
DMS, the results of Zavarsky (2018) do not (Figure 2). Why is this the case and why are the DMS gas
transfer velocities of Blomquist et al. (2017) almost a factor of two lower than those of Zavarsky (2018)?
Also, why are gas transfer velocities measured using dual tracer techniques using the very low solubility
tracers He and SF

6

(which translates to very large expected bubble contribution) generally much lower
than CO

2

transfer velocities measured with eddy covariance (see the compilation of field measurements in
Garbe et al. (2014, Fig. 2.10)), even at wind speeds as high as 15 m/s?
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Dependency on sea state respectively wave age

Reviewer’s comment: I don’t see obvious errors in the theoretical model developed by the
authors, which is generally similar to prior treatments in the literature. I suspect the unique
conditions in the wind-wave tank at high wind speeds are not comparable to the open ocean.
Even an ’infinite fetch’ design cannot simulate the wave spectrum in open ocean conditions,
except perhaps under light winds, and thus cannot simulate large breaking wave crests and
deep bubble plume penetration. I therefore wonder if the absence of bubble-mediated transfer
at moderate wind speeds and the observed abrupt jump in the slope of gas transfer at wind
speeds above 30 m/s are merely characteristics inherent to the wind- wave tank experimental
design?
I assume high wind interfacial conditions in the tank to correspond to a ’young’ sea state, with
very high surface stress and widespread coverage with small, choppy breaking waves. This
condition is not common at sea except in a situation of very short fetch or a very rapid increase
in wind speed, and in any case does not persist long before large breaking waves develop.
It’s therefore di�cult to understand how these results apply to typical ’hurricane wind speed’
conditions at sea. The authors should present a detailed analysis of these di↵erences to provide
some context for comparisons with field studies.
and later . . .
Nevertheless, at moderate wind speeds of 10-16 m/s sampled under ideal conditions, kco2
from B2017 shows quite a bit of scatter and a high bias compared to other studies, with lower
transfer rates observed in ’young’ sea states and enhanced transfer in fully developed conditions
or in ’old’ seas when wind speed is declining but waves are still quite large. These e↵ects are
less pronounced for DMS. See Fig.6 in B2017. This implies sea state is a significant factor in
the transfer of low solubility gases, and these subtleties are obscured by bin averaging. The
comparison between kdms and kco2 likely depends on the specific sea state conditions, and
the bubble transfer contribution to low solubility gases in a very ’young’ sea state may be
significantly reduced, which could be consistent with the kc result in this report.

The authors agree with the reviewer that air-sea gas transfer is not only related to the wind speed, but
that the sea state, especially the wave age must be considered as well. But, again, current field results are
quite confusing. As the reviewer mentioned, Blomquist et al. (2017) found lower gas transfer velocities in
’young’ sea states than in ’old’ seas for carbon dioxide and attributed this to higher bubble contributions
at older seas. This finding is in strong contrast to estimates of air entrainment due to breaking waves by
Deike et al. (2017). They found that the air entrainment is much lower at high wave ages. The e↵ect is
large, air entrainment scales roughly with the inverse wave age.
Our short-fetch experiment add results for very young wave ages, where the contribution of bubbles is
low again. Therefore currently the issue of wave age dependency needs to be left open. Systematic
measurements covering a wide range of wave ages are required.

DMS gas transfer

Reviewer’s comment: DMS is the high-solubility gas in this study (MA was omitted) and should
represent interfacial transfer with minimal bubble-mediated contribution. The comparison to
data from field studies in Fig.9 looks fairly good to me, despite the fact that there is little
or no overlap in the wind speeds. Thus results for the first term in Eq.10, ks, seem roughly
consistent with open ocean observations. Instances of suppressed DMS transfer noted in a few
field studies are the exception and suggest we don’t yet understand all the factors controlling
gas transfer emphasis added. The e↵ects of surfactants are an obvious factor that probably
suppresses gas transfer, with some support from lab studies, but this has not been carefully
examined under field conditions except at low wind speeds. Zavarsky et al. 2018 discuss the
possible suppression of transfer by flow separation and angular di↵erences in wind and wave
direction.
With respect to the comparison with results in B2017 (Fig.10 and p.23), I can make a few
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clarifications. The B2017 cruise focused on high wind conditions with relatively few flux mea-
surements at U10¡ 8 m/s, and these are generally under non-ideal conditions when the ship was
moving at maximum cruise speed to reposition between storm events. So, we expect additional
uncertainty or bias in the low wind speed results. Trends shown by the bin averages in Fig.10
are therefore misleading, and in any case the error bars for kdms and kco2 overlap at low wind
speeds, so it’s not meaningful to say results for the two gases di↵er by a factor of 3 at U10=3.4
m/s.

Figure 2: Comparision of DMS and CO
2

gas transfer velocities in a double logarithmic representation:
eddy covariance measurements from HiWinGS by Blomquist et al. (2017) (B2017). Also shown are the
CO

2

and DMS transfer velocities measured by Zavarsky et al. (2018) (Z2018). The output of the model
presented in this paper for CO

2

and DMS is also shown.

We thank the reviewer for this clarification. However, if you plot the individual measurements instead of
bin-averaged measurements (Fig. 2), the transfer velocities of carbon dioxide are still significantly higher
down to 3m/s wind speed. We will use then individual measuring points in a revised version of Fig. 10
instead of bin-averaged values, see Fig. 2.

Conclusions

Reviewer’s comment: I think this is a carefully conducted study and well written report which
explores the mechanisms of gas transfer in a wind-wave tank, but I struggle to understand
the significance of these results with respect to conditions in the open ocean, especially at
’hurricane wind speeds’.
I don’t agree with the conclusion in Sec.4.6 that rough correspondence between the wave-tank
and open ocean data in Fig.11 shows the lab results are capturing the essential mechanisms,
since the mechanistic details in each case could be significantly di↵erent (the physical details
certainly are) and the rough agreement coincidental. As someone with a keen interest in this
topic but limited experience with of wind-wave tank experiments I’d like to see a more thorough
examination of these issues.

First a comment to the significance of our lab measurements for open ocean conditions. We have done
the first systematic study at all in the wind speed range beyond 33m/s u

10

. So far only three data points
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with huge error bars were available as shown in Figure 11 of our paper. In the wind speed range, we found
a very steep increase of the gas transfer velocities even without the e↵ect of bubbles, being associated to
various rapid surface fragmentation processes at the free surface. We do not claim that this e↵ect happens
in the very same way at the open ocean, but it will happen also there, indicating that also the transfer of
all water-side controlled gases will be enhanced significantly. This is an important new finding in our view
for the global fluxes between ocean and atmosphere.
It is evident that gas transfer velocity - wind speed relations cannot be transferred from a wind-wave
flume to the ocean. This is just as wrong as using empirical gas transfer - wind speed relations from a
collection of field experiments. However, we insist that laboratory measurements are invaluable to identify
the mechanisms of air-sea gas transfer. Laboratory measurements are generally much more precise and
accurate than any current field measuring techniques. It is possible to use much more tracers simultaneously.
And it is easy to perform systematic studies. It is not required to perform perfect simulations. This will
not be possible. It is just necessary to identify and quantify mechanisms, which can then be adapted to
open ocean conditions.
There were two serious limitations in the past: The limited wind speeds and only low-fetch conditions. The
first limitation is already gone with the Kyoto High Windspeed Facility and the Miami SUSTAIN Facility.
The second one can be overcome in annular facilities such as the Heidelberg Air-Sea Interaction Facility,
the Aeolotron (Fig. 3).

Figure 3: Heidelberg Aeolotron: Due to the infinite fetch of the 10m diameter facility, long and steep
breaking wind waves can be generated, much larger than in any linear facility.

We have already modified the Heidelberg Aeolotron to perform experiments at higher wind speeds. With a
number of new experimental techniques, which we have started to test this year, we are currently preparing
experiments to cover an unprecedented range of wave ages in laboratory experiments and thus hope that
we can make a useful contribution to solve the wave age dependency of air-sea gas exchange.
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Appendix

The following plots will also appear in a supplement to the final revised paper.
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(a) (b)

(c)

Figure 4: Kyoto freshwater experiment: Modeled vs. measured transfer velocities, colors corresponding
to the tracers (a) and colors corresponding to the wind speeds used (b). The solid line marks perfect
agreement, the dashed lines plus or minus 15%. He was excluded from the fit, therefore it is only shown
here with open symbols. (c) bubble surface transfer velocity k

c

in dependency of the solubility for the wind
speeds, for which a bubble contribution was detected. The highest wind speed condition was repeated
twice, one of the repetitions is shown as a dashed line, the other as a solid line.
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(a) (b)

(c)

Figure 5: Kyoto seawater model experiment: Modeled vs. measured transfer velocities, colors corresponding
to the tracers (a) and colors corresponding to the wind speeds used (b). The solid line marks perfect
agreement, the dashed lines plus or minus 15%. He was excluded from the fit, therefore it is only shown
here with open symbols. (c) bubble surface transfer velocity k

c

in dependency of the solubility for the wind
speeds, for which a bubble contribution was detected.
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(a) (b)

(c)

Figure 6: Miami seawater experiment: Modeled vs. measured transfer velocities, colors corresponding
to the tracers (a) and colors corresponding to the wind speeds used (b). The solid line marks perfect
agreement, the dashed lines plus or minus 15%. He was excluded from the fit, therefore it is only shown
here with open symbols. (c) bubble surface transfer velocity k

c

in dependency of the solubility for the wind
speeds, for which a bubble contribution was detected. The highest wind speed condition was repeated
twice, one of the repetitions is shown as a dashed line, the other as a solid line.
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Author’s reply to

’Interactive comment on ”Air-sea gas exchange at hurricane wind

speeds” by Kerstin E. Krall and Bernd Jähne’

by Christopher Fairall

September 3, 2019

The authors thank Christopher Fairall for his thorough review and helpful comments. A point by point
answer to his questions and comments can be found below.

Missing bubble contribution

Reviewer’s comment: Their main finding – that bubble transfer is negligible compared to the
direct transfer for all gases up to wind speeds of 30m/s – is surprising (at least to this reviewer).

This was very unexpected for the authors as well. This is why we reported the Kyoto results only on
conferences but did not write a paper and waited for the results of a second experiment in the much larger
SUSTAIN facility with real seawater, where very similar results were obtained.

Reconciliation of lab and field measurements

Reviewer’s comment: The authors’ conclusions are di�cult to reconcile with open ocean mea-
surements but I leave it to them to consider how to handle that. In my opinion they are
too dismissive of the large number of experimental (tracers and eddy covariance) studies that
indicate insoluble gases and CO2 have substantially higher transfer velocity above 15 m/s. I
question that the Zavarsky paper is su�cient cover.

In the conclusions of our paper, we will put more emphasis on the unsolved problem of wave age or fetch
dependency of the gas transfer velocity.
By the way, the authors are surprised that both reviewers do not comment at all our findings for wind
speeds beyond 33m/s, were we found a very steep increase of the gas transfer velocities even without the
e↵ect of bubbles, being associated with various rapid surface fragmentation processes at the free surface.
We do not claim that this e↵ect happens in the very same way at the open ocean, but it will happen
also there, indicating that also the transfer of all water-side controlled gases will be enhanced significantly
independently of solubility. In our view, this is an important new finding with relevance for the global fluxes
between ocean and atmosphere.

Computation of u10 and momentum balance

Reviewer’s comment: I don’t understand why they used Powell’s open ocean estimates of
Cd when they could have used Donelan’s 2004 results actually determined in the Miami wind
tunnel. Also, please give us a sentence explaining Takagadi’s method for getting friction velocity
so we don’t have to go look it up. I am guessing they assumed a momentum balance at the
interface to compute u*w from u*a (square root of ratio of air to water density). This assumes
that the growth of the wave field has negligible e↵ect of the momentum balance. Is this right?
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Also, they switch back and forth between u*w and just u* - I assume they mean the same
thing. Just be advised that it is quite a stretch from a setting on an instrument dial to actual
waterside friction velocity.
and later . . .
U*a is a measure for momentum extracted from the wind. Some of that momentum is realized
in the ocean via direct viscous transfer at the interface, some goes into growing waves and
some is later realized as turbulence when waves break. If locally waves are in dynamic balance,
then the momentum flux from the air is the same as the momentum flux realized in the ocean.
So, how close is the balance in a wind tunnel?

• We now explain this in more detail in the manuscript. To this end we will add our co-workers
from Kyoto (Naohisa Takagaki) and Miami (Andrew Smith) as co-authors, because they made the
measurements and greatly helped with computing u10. We decided to use Donelan et al. (2004)
(lab measurements of C

D

) instead of Powell et al. (2003) (field measurements of C
D

) to convert
measured wind speeds in Miami to u⇤,a and u10 and we also found a mistake in converting between
u⇤,a and u⇤,w, which we corrected for the final paper. This slightly changes the relationships k

x

(u⇤,w)
and the model parameterization equations, but not our findings.

• In short fetch wind-wave tunnels, the growth of waves has a considerable e↵ect on the momentum
balance. At the moment, we have only data from one fetch, measured in the large Marseille facility
and only being published in a PhD thesis (Bopp, 2018) with results similar to Banner and Peirson
(1998). So the best we could do is to assume momentum balance. We wanted to use the water side
friction velocity, because gas transfer is controlled there.

• Indeed, the label in Fig. 5 should read as u⇤w and not u⇤ and will be changed in the final paper.

• As a side note, the wind-wave tank that Donelan et al. (2004) used was a di↵erent one than the one
used in this study (SUSTAIN). So Donelan et al. (2004) did not determine C

d

in the Miami wind
wave tunnel, but merely in a Miami wind wave tunnel.

• In the fetch-limited SUSTAIN tank, waves are growing until their structure changes/collapses due
to momentum transfer (forcing) from the wind or breaking and they do not reach true equilibrium
where air-side and water-side stress are exactly equal. An upcoming experiment in SUSTAIN on the
drag coe�cient and momentum balance (lab vs. field) is presently in planning stages.

DMS and carbon dioxide

Reviewer’s comment: Another example, McNeil and D’Asaro (2007) did not ‘measure’ gas
transfer velocities, they inferred them from water concentration measurements. Furthermore,
their basic assumption in the analysis is that both free surface and bubble transfer velocities
scale with u*w and nothing else. However, there is considerable evidence that the air volume
flux from breaking scales as u* and other wave parameters (see Deike et al. 2017). Also note
that Deike and Melville (2018) used this approach to estimate kb for DMS and CO2 – treating
both gases as highly soluble. They present measurements of bubble area from the wind tunnels
but no estimates of volume flux. I think the bubble volume flux data should appear in Fig. 7c.
Finally, the authors might note that Rhee et al. 2007 found considerable enhancement of k for
insoluble gases when bubbles were introduced.
and later . . .
The discussion of field measurements of k for DMS and CO2 is very useful (Section 4.5). It
also illustrates the rather inconclusive state of field observations. The data from Zavarsky et
al (2018) show essentially no di↵erence between CO2 and DMS. The analysis of Fairall et
al. (2011) which compiled all the direct flux data to date showed significant di↵erences. The
HIWINGS data shown in this figure are quite surprising for CO2. Blomquist gives k CO2 a
power dependence of u10ˆ1.68, which is not linear. Because of the conditions, I don’t think
the HIWINGS data below U10 of 10 m/s should be considered. Even ancient information such
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as Wanninkho↵’s famous formula indicate a quadratic wind speed dependence for insoluble
gases. Earlier suggestions that k CO2 should scale as Uˆ3 were based on the assumption that
whitecap fraction scaled as Uˆ3. More recent observations have shown that this is not the
case, with much weaker wind speed dependence at high wind speeds. I think the authors may
be placing too much importance on Zavarsky. From Wanninkho↵’s radioactive tracers, to a
number of deliberate tracer studies, and perhaps all other eddy flux measurements CO2 goes
at least quadratic with wind speed. At u10=18 m/s, the value is close to 100 cm/h for open
ocean measurements.

• For the data of McNeil and D’Asaro (2007), we will change ’measured’ to ’estimated’.

• We are surprised about the statement that the bubble volume flux V
a

should scale linearly with
u⇤. Did you really mean this? The equations in Fig. 4 in Deike et al. (2017) rather says V

a

=
2.3 · 10�3c�0.9

p

u1.9⇤ . By the way, this finding is just the opposite of the finding by Blomquist et al.
(2017). They found lower gas transfer velocities in ’young’ sea states than in ’old’ seas for carbon
dioxide and attributed this to higher bubble contributions at older seas. Deike et al. (2017) found
that the air entrainment is much lower at high wave ages. The e↵ect is large, air entrainment scales
roughly with the inverse wave age. Thus the wave age dependency is still an open question and
further investigations are required.

• Rhee et al. (2007) is, among other studies, rather irrelevant for our work, because 1) their highest
measured wind speed is 13 m/s, and 2) their means of bubble generation (submerged aerators) is
very di↵erent from ours (wave breaking induced bubbles only). Therefore such a comparison is not
meaningful. In the introduction, we refer, of course, to the two previous lab studies in the Kyoto
high wind speed facility: Iwano et al. (2013, 2014) and Krall and Jähne (2014).

• We selected the data of Blomquist et al. (2017) because it had the highest wind speeds up to
25m/s and those of Zavarsky et al. (2018) because they show no di↵erence is the gas exchange rates
between DMS and carbon dioxide. We place equal importance to both field studies, and can only
state that there are contradicting results. Unfortunately, eddy covariance measurements are still not
precise enough (especially compared to gas transfer velocity measurements in the lab) and prone to
systematic errors. Our current conclusion is therefore, that there are significant yet unresolved wave
age and sea state e↵ects. We will emphasize this more clearly in the conclusions and the abstract of
our paper.

• We will add a short paragraph to the manuscript, discussing transfer velocities measured using the
dual tracer technique with He and SF6, which have a very low solubility and should, therefore, have
a larger bubble e↵ect than CO2. However, SF6 and He were found to have lower transfer velocities
than CO2 measured with eddy covariance, see the compilation of field measurements in Garbe et al.
(2014, Fig. 2.10a). This is another contradicting field result.

Minor comments

Reviewer’s comment: Bubbles may also suppress turbulence through density stratification.

Correct, but for the wind-wave tanks with just below one meter depth, this e↵ect is not significant at all
for our measurements.

Reviewer’s comment: Eq (5) This terminology is confusing with the un-numbered equation on
Page 2 line 14.

We changed the wording in the first paragraph of Sec. 2.1 for clarity.

Reviewer’s comment: Page 4 line 1 Suggest referencing bubble model work of Liang et al.
GLOBAL BIO- GEOCHEMICAL CYCLES, VOL. 27, 894–905, doi:10.1002/gbc.20080, 2013
and ear- lier work.
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We decided not to cite Liang et al. (2013), because their focus is more on supersaturation and fluxes and
they did not measure the transfer velocity.

Reviewer’s comment: Page 5 Eq (7) I am confused by the terminology. Can Qb be volume
flux and Qb/As also be a volume flux? If we equate kr with the volume of air ingested per unit
area per unit time (units velocity), then that should be on the order of 30 cm/hr at u10=15
m/s and u*w=2 cm/s (see, Deike et al, 2017). That does not compare well with Fig. 7 c,
where kr doesn’t reach those values until u*w is greater than 10.

• Q
b

/A
s

has the units of a velocity. We will change its name in accordance with Deike et al. (2017)
to ’air entrainment velocity’.

• Deike et al. (2017) found a considerable wave age e↵ect and our measurements add another value
for very low wave ages not covered by the data Deike is using.

Reviewer’s comment: Page 5 Eq (10) This equation is similar to Woolf parameterization. For
the volume flux is kr=2450*whitecap fraction (cm/h) and the parameter e=kc/kr*sqrt(600).
How does this compare to your results?

We can’t directly compare because we have not yet estimated the whitecap fraction. We will do this in a
further paper once we have analyzed the images from the water surface. Currently, we can only say that
the solubility dependency is about the same. However, Mischler (2014) has shown in a bubble tank study,
that the Woolf et al. (2007) and the Mischler (2014) parameterizations for the bubble mediated transfer
velocity k

c

perform equally well, however, the Mischler (2014) parameterization uses one fewer parameter.

Reviewer’s comment: Page 7 section 2.3. This discussion of droplet e↵ects is a little confusing.
It seems to me that ejecting a droplet does not change the waterside concentration, so their
measurement method does not capture it. If the drop has time, it would transfer gas to the
air and that would reduce free surface transfer further down the line. Is that what they are
trying to say? This argument about time scales ignores the fact that the droplets leave the
wind tunnel before they can do much transferring – this is discussed in Andreas and Mahrt
2016.

Even though the fetch of the wind-wave tanks is rather short compared to open ocean conditions, some of
the droplets generated, will impact the water surface again. Andreas et al. (2017) discusses the time scales
involved in great detail. They state, that only for the largest radii and for weak winds less than 15 m/s,
the droplets fall back into the ocean before they establish equilibrium with the atmospheric gas reservoir.
So even though not all spray droplets reimpact the water surface since they are blown out of the wind wave
tank, those that do impact the water again do change the water side concentration, since they will have
equilibrated with the air.
Since, according to Andreas et al. (2017), at extreme conditions, the spray droplets do come into equilibrium
before falling back into the water, the di↵usion coe�cient of the tracer no longer plays a role in spray
mediated gas transfer. Therefore, Helium, despite having a much higher di↵usion coe�cient than other
gases, will no longer have a correspondingly faster transfer velocity across the pray droplet interface, since
this transfer velocity only depends on how much spray is generated.

Reviewer’s comment: Figure 10. What drag coe�cient is used for the curve shown for modeled
DMS and CO2?

We used the u10-u⇤,w relationship shown as a gray line in Fig. 4a, which corresponds to the drag coe�cient
shown as the gray line in Fig. 1 below.
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Figure 1: The gray line shows the drag coe�cient used for converting u⇤,w to u10 for the Figs. 9, 10 and
11 in the manuscript.
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Abstract. Gas transfer velocities were measured in two high-speed wind-wave tanks (Kyoto University and the SUSTAIN

facility, RSMAS, University of Miami) using fresh water, simulated seawater and seawater for wind speeds between 7 and

80
::
85 m s�1. Using a mass balance technique, transfer velocities of a total of 12 trace gases were measured, with dimensionless

solubilities ranging from 0.005 to 150 and Schmidt numbers between 149 and 1360. This choice of tracers allowed to separate

gas transfer across the free interface from gas transfer at closed bubble surfaces. The major effect found was a very steep5

increase of the gas transfer across the free water surface at wind speeds beyond 33 m s�1, which
:
.
::::
The

:::::::
increase

:
is the same

for fresh water, simulated seawater and seawater. This steep increase might start at a lower wind speed in the open ocean as

compared to the short-fetch wind-wave tanks. Bubble-induced gas transfer plays
::::::
played no significant role for all tracers in

fresh water and for tracers with moderate solubility such as carbon dioxide and DMS in seawater, while for low solubility

tracers bubble-induced gas transfer in seawater was found to be about 1.7 times larger than the transfer at the free water surface10

at the highest wind speed of 80
::
85 m s�1.

:::::
There

::
are

::::::::::
indications

:::
that

:::
the

::::
low

:::::::::::
contributions

::
of

::::::
bubbles

::
is

:::
due

:::
to

::
the

::::
low

::::
wave

::::
age

:
/
::::
fetch

::
of

::::
the

:::::::::
wind-wave

::::
tank

:::::::::::
experiments.

:::
But

::::::
further

:::::::
studies

::
on

:::
the

:::::
wave

:::
age

:::::::::::
dependency

::
of

:::
gas

::::::::
exchange

:::
are

::::::::
required

::
to

::::::
resolve

:::
this

:::::
issue.

:

Copyright statement. TEXT

1 Introduction15

The transfer of trace gases across the air-sea interface has been an active field of research for almost 40 years (Jähne, 2019).

The transfer is characterized by the gas transfer velocity, which depends on environmental forcing such as the wind speed, the

amount and strength of wave breaking, the presence of surface active material, number and size of bubbles and spray created

by breaking waves (Wanninkhof et al., 2009; Jähne, 2019).

Measuring the gas transfer velocity under hurricane conditions in the field is extremely challenging. Using unmanned floats,20

McNeil and D’Asaro (2007) managed to measure
:::::::
estimate three gas transfer velocities at wind speeds higher than 25 m s�1

during Hurricane Frances in 2004. Due to the difficulties of measuring in the field, wind-wave tanks capable of producing
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hurricane force winds are a viable and safe alternative, as they allow for a controlled study of the air-sea interaction mechanisms

up to the highest wind speeds.

Until now, only two gas transfer studies have been performed in hurricane conditions in the Kyoto high-speed wind-wave25

tank with 1,4-difluorobenzene and hexafluorebenzene (Krall and Jähne, 2014) and with carbon dioxide (Iwano et al., 2013,

2014), but only in fresh water. Both studies found a strong increase in the gas transfer velocity at wind speeds higher than

approximately
::
33

::
to

:
35 m s�1. Gas transfer was found to increase with more than the third power of the wind speed. However,

because of the few gases used, it remains unclear, which process is the main cause of this steep increase. Possible candidates are

a) bubbles, which provide an additional surface for the gas transfer, b) an increased water surface area due to the fragmentation30

of the water surface at highest wind speeds, or c) a strong increase in near surface turbulence due to frequent surface renewal

and breakup events, or a combination of all three effects. It is also not clear whether bubble-induced gas exchange differs

between fresh water and seawater.

This paper reports the results of extensive gas exchange measurements in two different wind-wave tanks with up to 12 tracers

covering a wide range of solubilities using fresh water, simulated seawater and seawater.35

2 Air-sea interactions

2.1 Gas Transfer

The flux density j of a trace gas across the
:
a
::::
free,

::::::
smooth

:::
or

::::
wavy

::::::::
unbroken

:
air-sea interface is governed by the difference in

concentration of the gas in air and water (c
a

and c
w

) and the gas transfer velocity in water k
s

across the water surface,

j = k
s

�c= k
s

(c
w

�↵c
a

). (1)40

Because of the discontinuity at the air-water boundary, the solubility ↵ (here, ↵ is equal to the dimensionless Henry solubility

Hcc , (Sander, 2015)) has to be taken into account. The gas transfer velocity k
s

of a sparingly soluble tracer through a free,

smooth or wavy, unbroken surface can be described by

k
s

=

1

�
u⇤⇤,w

::
Sc

�n (2)

(Jähne et al., 1989) with the friction velocity u⇤::::
water

::::
side

::::::
friction

:::::::
velocity

::::
u⇤,w, a measure for momentum input into the water45

by the wind, the Schmidt number Sc = ⌫/D of a tracer, given by the ratio of the kinematic viscosity of water ⌫ and the tracer’s

diffusion coefficient in water D. The dimensionless parameter � and the Schmidt number exponent n depend on the boundary

conditions, with n= 2/3 for a smooth water surface and n= 1/2 for a rough and wavy surface.

From Eq. 2 it is apparent, that the transfer velocities of two sparingly soluble gases A and B can be converted by Schmidt

number scaling,50

k
s,A

k
s,B

=

✓
Sc

A

Sc

B

◆�n

. (3)

Commonly, a reference Schmidt number of Sc = 600 is chosen, which corresponds to carbon dioxide at 20oC in fresh water.
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For gases , that have a medium to high solubility, the transfer resistance in the air side has to be taken into account. As first

shown by Liss and Slater (1974) the total transfer velocity k
t

can then be expressed by

1

k
t

= ↵
1

k
a

+

1

k
s

(4)55

with k
a

being the air-side transfer velocity. For gases with a low solubility, the second term dominates and the first term in Eq.

4 can be neglected, such that for those gases k
t

= k
s

. Inverse transfer velocities can be seen as transfer resistances, such that

Eq. 4 can be written as

R
t

= ↵R
a

+R
s

. (5)

All transfer velocities used in this paper are related to a water side observer, i.̇,e., describe how fast a gas in transferred into60

or out of the water. Air-side observed gas transfer velocities differ by a factor of ↵.

2.2 Bubble mediated gas transfer

Bubbles contribute to the gas transfer in two ways. First, they provide an additional surface through which gases can pass.

Second, during their generation, by rising through the water side mass boundary layer of the water surface, and by bursting

at the water surface, they increase the near surface turbulence. Monahan and Spillane (1984) already considered whitecaps as5

’low impedance vents’, which ’shortcut’ the water side transfer resistance. These bubble effects which intensify near surface

turbulence increase the transfer velocity across the free surface and do not depend on tracer solubility.

The transfer through a closed bubble surface is different from transfer across the free water surface. First, bubbles have a

limited life time, as they either burst at the water surface or, if they are small enough, completely dissolve. Second, bubbles

have a limited volume to take up or release gas. Once a bubble is filled to the equilibrium concentration ceq
b

given by Henry’s10

law, ceq
b

= ↵�1c
w

, it is inactive for the remainder of its life time. For gases with higher solubilities and for small bubbles, this

equilibrium is reached faster. And third, bubbles experience an overpressure due to hydrostatic pressure and surface tension.

Therefore small bubbles can completely dissolve and the equilibrium concentration shifts to slightly higher concentrations.

Because the measurements reported here are taken far from equilibrium, dissolving bubbles are not important. The transfer

velocities themselves are not affected. A detailed analysis of the time scales involved and how they depend on the bubble15

radius is given in Jähne et al. (1984).

Because bubbles form an additional exchange surface, the total water side transfer velocity k
w

can be split up into two parts

(Merlivat and Memery, 1983; Goddijn-Murphy et al., 2016),

k
w

= k
s

+ k
c

(6)

with transfer through the free water surface k
s

and through the closed surface of submerged bubbles k
c

. It is important to20

note here that the bubble-induced gas transfer velocity k
c

does not include the bubble formation process and the bursting of

bubbles when they rise through the surface again. Concerning the gas transfer velocity, these effects cannot be distinguished

from other processes generating turbulence close to the water surface, because they do not depend on tracer solubility but only
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Ra

Rs Rc

Figure 1. Transfer resistances: R
a

: air side transfer resistance, R
s

: water side resistance of the free water surface, R
c

: transfer resistance of

the closed bubble surfaces.

on the Schmidt number. Therefore bubble-induced gas exchange refers here only to the stages in the life time of a bubble with

a closed surface and therefore a limited trapped air volume.25

Figure 1 shows a schematic view of the resistances for bubble mediated gas transfer R
c

= k�1

c

in relation to the air and water

sided resistances for transfer through the unbroken water surface.

Many approaches have been made to quantify the bubble mediated gas transfer k
c

: gas transfer by single bubbles (Maiß,

1986; Patro et al., 2002), transfer in bubble clouds (Asher et al., 1996; Mischler, 2014) and breaking waves (Asher et al., 1995;

Leifer and De Leeuw, 2002) as well as theoretical models based on bubble dynamics (Memery and Merlivat, 1985; Woolf30

and Thorpe, 1991). Bubble mediated gas transfer also depends on bubble surface conditions. It has been shown that surface

active material reduces the gas transfer of single bubbles (Maiß, 1986; Patro et al., 2002), while it also decreases the bubbles

rise velocity (Alves et al., 2005). During the lifetime of a bubble these surface conditions can change, as bubbles accumulate

surface active material while moving through the water.

Empirical or semi-empirical parameterizations (Goddijn-Murphy et al., 2016; Woolf et al., 2007) are state of the art of35

calculating the bubble mediated gas transfer k
b

on the open ocean. Most of these parameterizations link k
b

to the tracer’s
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solubility and Schmidt number (or diffusion coefficient) as well as the whitecap coverage of the water surface, which in turn

depends on the sea state that is usually expressed as a function of the wind speed in 10 m height u
10

or the friction velocity

u⇤:::
u⇤,a.

Physically based models (Woolf et al., 2007; Mischler, 2014) distinguish two limiting cases, one for very weakly soluble40

gases and one for more highly soluble ones. For very weakly soluble tracers the bubbles act as a very big reservoir. In that case

the bubbles simply provide an additional surface for gas transfer that actively participates in gas transfer for the whole lifetime

of a bubble. In this limit, the gas transfer is proportional to the integrated bubble surface area A
b,�r ::::

A
b,�r:

per radius interval

�r normalized to the water surface area A
s:::
A

s

, and the Schmidt number with the bubble Schmidt number exponent n
b ::
n
b

, and

does not depend on solubility,45

k
c,low↵

k
c,low↵

:::::
=

R
Ab,�r(r)kb,600(r)dr

As

R
A

b,�r

(r)k
b,600

(r)dr

A
s

::::::::::::::::::

✓
600

Sc

◆
nbb

= k
c,600

✓
600

Sc

◆
nb.b

.

(7)

The transfer velocity k
c

is the effective bubble-induced transfer velocity related to the free water surface, while k
b

(r) is the

real transfer velocity across the bubble surface of a given radius.

In the limit of high solubility, the bubbles constitute a very small reservoir for the trace gas, so that the higher solubility

tracers will reach concentration equilibrium ceq
b

= ↵�1c
w

very fast. Then the bubble mediated gas transfer can only depend on50

the tracer’s solubility and the total bubble volume flux Q
b,�r

per radius interval �r,

k
c,high↵

=

1

↵

R
Q

b,�r

(r)dr

A
s

R
Q

b,�r

(r)dr

A
s

::::::::::

=

1

↵

Q
b

A
s

Q
b

A
s

:::

=

1

↵
k
rr

. (8)

The velocity k
r

has an intuitive meaning. It is the effective velocity (volume flux per water surface area) averaged over all

bubble sizes, with which the air volume is being submerged by breaking waves and rises towards the surface again. Deike et al.

(2017)
:::
call

:::
this

:::::::
quantity

:::
the

:::
air

::::::::::
entrainment

:::::::
velocity

:::
V
a

.55

The transition solubility, at which the constant bubble mediated transfer velocity for low solubility, k
c,low↵

changes into the

transfer velocity decreasing with increasing solubility can be computed by setting both values equal:

↵
tt

=

k
r

k
c,600

k
r

k
c,600

:::::

✓
Sc

600

◆
nbb

. (9)

Based on detailed measurements in a bubble-tank with multiple volatile tracers, Mischler (2014) showed that the transition

between the two regimes can be well described by a simple exponential term (Fig. 2). The transfer velocity for bubble-mediated60

gas exchange results in

k
cc

=

1

↵
k
r

k
r

↵
::

2

4
1� exp

0

@� ↵

↵
t

↵

↵
t

::

1

A

3

5 .=
:

8
>><

>>:

k
c,600

::::

✓
600

Sc

◆
nb
:

↵⌧ ↵
t

::::::

k
r

/↵
::::

↵� ↵
t

.
::::::

(10)
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Figure 2. Dependency of bubble mediated gas transfer velocities for the tracers covering a wide range of solubilities as measured in a bubble

tank, in which breaking waves were simulated by a water jet for fresh water and seawater (Mischler, 2014). The jet energy was 3.3 W and

the bubble volume flux kept constant at about 750 ml min�1, corresponding to k
r

= 43 cm h�1.
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For fresh water Mischler (2014, Table 9.7) found under the conditions shown in Fig. 2 a transition solubility ↵
t

= 0.23
:::
for

::::
fresh

:::::
water and 0.06 for seawater.

In summary, the total gas transfer velocity k
tot :::

k
tot:

for water side controlled tracers including bubble-mediated gas transfer65

can be parameterized as

k
tot

k
tot

:::
= k

s

k
s

:
+ k

cc

= k
s,600
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600

Sc

600

Sc

◆
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++
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k
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↵

"
1� exp

 
�↵kc,600

kr

↵k
c,600
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r

✓
600

Sc

600

Sc

◆
0.5

!#
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(11)

with the three parameters k
s,600

, k
c,600

and k
r ::
k
r

. Because the measurements were performed with clean water, the Schmidt

number exponents for both the transfer across the free water surface and the bubbles surfaces are set to 1/2. For tracers with a

low solubility (↵⌧ ↵
t

)
::
In

:::
the

:::::
limits

::
of

:::
low

::::
and

::::
high

::::::::
solubility, the model equation (Eq. 11) can be simplified

::::::::
simplifies to70

k
tot

=

8
>>><

>>>:

(k
s,600

+ k
c,600

)

✓
600

Sc

600

Sc

◆
0.5

. ↵⌧ ↵
t

::::::

k
s,600

::::

✓
600

Sc

◆
0.5

+ k
r

/↵
::::::::

↵� ↵
t

.
::::::

(12)

In this case it is possible to simplify the analysis, because the
:::
limit

:::
of

:::
low

::::::::::
solubilities,

:::
the

:
gas transfer rate

:::::::
velocity does no

longer depend on solubility and simple Schmidt number scaling can be applied. The ratio of gas transfer across bubble surfaces

and the free surface is then simply given by the ratio of k
c,600

to k
s,600

.

:::::::
Whereas

::
in

::::
(Eq.

::::
11),

::
a
:::::::::
parametric

::::::::
approach

::
is
:::::

given
::::

for
:::
the

:::::
whole

:::::::::
solubility

:::::
range,

:
Deike and Melville (2018, Eq. 12)75

::::::
provide

::::
only

:::
the

::::
high

::::::::
solubility

::::
limit

:::
in

:
a
:::::::::::
semi-empiric

::::::::
approach

:::::
using

::::
field

:::::
DMS

:::
and

::::
CO

2:::
gas

::::::::
exchange

:::::::::::::
measurements,

k
tot

=A
NB

u⇤,a
:::::::::::::

✓
600

Sc

◆
0.5

+

:::

˜A
B

↵
u2

⇤,acp,
:::::

(13)

:::::
where

::
in

:::
the

::::::
second

::::
term

:::::::::::::
u
5/3

⇤,a (gHs

)

2/3

::
is

:::::::
replaced

::
by

:::
the

:::::::
simpler

::::
term

::::::
u2

⇤,acp ::::
using

:::
the

:
Toba (1972)

::::::
relation

:::
for

:::::::::::
fetch-limited

:::::
waves.

::::
The

::::
term

::::::::
˜A
B

u2

⇤,acp::
is

:::
the

::
air

::::::::::
entrainment

:::::::
velocity

::::::::
V
a

= k
r

,
:::::
which,

:::::::::
according

::
to Deike and Melville (2018),

::
is

:::::::::
increasing

::::
with

:::
the

:::::
phase

:::::
speed

::
c
p:::

of
:::
the

::::
peak

:::::
wave

::
or

:::
its

:::::::::
significant

::::::
weight

::::::
height

:::
H

s

,
:::::::::::
respectively.

:::::::::::
Surprisingly, Deike et al. (2017)80

:::::
found

:::
the

::
air

:::::::::::
entrainment

:::::::
velocity

:::::::::
decreasing

::::
with

:::
the

:::::
wave

:::
age

:::::::
c
p

/u⇤,a:::
by

:::::::::
estimating

:::
the

::
air

:::::::::::
entrainment

:::::::
velocity

:::::::
directly,

:::::
based

::
on

:
a
::::::
model

:::
for

:
a
:::::
single

::::::::
breaking

:::::
wave

:::
and

:::
the

:::::::
statistics

::
of

::::::::
breaking

:::::
waves

:::
as

::::::::
measured

::
in

:::
the

::::
field.

2.3 Spray mediated gas transfer

The processes mirroring bubbles in the water, spray droplets in the air, is less well studied, with the exception of the transfer of

water vapor and heat (Mestayer and Lefauconnier, 1988; Andreas and Emanuel, 2001; Zheng et al., 2008; Jeong et al., 2012;85

Komori et al., 2018). Only recently, Andreas et al. (2017), evaluated the time scales governing spray-mediated gas transfer

for gases other than water vapor in a similar fashion as Jähne et al. (1984) did for bubble-mediated transfer more than three

decades earlier.
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In contrast to bubbles, tracer solubility plays no role for spray droplets as long as the transfer process is controlled by water-

sided processes. This is the case for all tracers used. Therefore spray droplets just constitute an additional exchange surface.90

The question is only, whether the life time for gas exchange is longer than the life time of the droplets. If this is the case, gas

exchange occurs during their whole life time. In this upper limit the gas transfer velocity k
d

induced by spray droplet is given

in analogy to Eq. 7 by

k
d,upper

k
d,upper

::::::
=

R
Ad,�r(r)kd,600(r)dr

As

R
A

d,�r

(r)k
d,600

(r)dr

A
s

✓
600

Sc

600

Sc

◆
nd

= k
d,600

✓
600

Sc

600

Sc

◆
nd

.

(14)

The transfer velocity k
d

is the effective droplet-induced transfer velocity related to the free water surface, while k
d

(r) is the

real transfer velocity across the droplet surface of a given radius.

If the concentration inside the spray droplet equilibrates faster with the surrounding air than the spray droplet takes to fall

back into the water, the spray-induced gas transfer velocity k
d

depends on the total volume flux Q
d

of spray generated (Andreas

et al., 2017). This lower limit is given by5

k
d,lower

=Q
d

/A
s

. (15)

At the highest wind speeds, water is lost from wind-wave tanks because the wind tears offs the wave crests and part of the

resulting spray droplets leave the facility with the air flow (Sec. 3.2). Therefore the volume lost ˙V
w

(see Sec. 3.2) is actually a

lower limit for Q
d

.

Because solubility plays no role for the tracers used in the experiment here, spray-induced gas transfer cannot be distin-10

guished from gas transfer across the free water surface.

Another effect may happen, however. In the limit of a long droplet life time compared to the life time for gas exchange

(Eq. 15), the spray droplet induced gas exchange does not depend on the Schmidt number. According to the estimates of

Andreas et al. (2017) this is the case
:
,
::::::
except

::
for

::::::
largest

:::::::
droplet

::::
radii

:::
and

:::
for

:::::
weak

:::::
winds

::::
less

::::
than

::
15

::::
m/s. Then, gases with a

high diffusivity will no longer show correspondingly higher transfer velocities, if gas transfer through the spray droplet surface15

is significant.

2.4 Drag coefficient limitation at very high wind speeds

At very high wind speeds, breaking waves disrupt the water surface. It has been shown that the drag coefficient C
d

= u2

⇤u
�2

10

C
d

= u2

⇤,au
�2

10

:::::::::::
(16)

gets saturated or even decreases at wind speeds higher than around 30� 35m s�1 (Powell et al., 2003; Takagaki et al., 2012;20

Donelan, 2018). A two phase layer forms, consisting of bubble-filled water transitioning to spray-filled air. The turbulence

characteristics of this two phase layer is thought to be controlling the transfer of momentum, which leads to the saturation of

8



the drag coefficient (Soloviev and Lukas, 2010). However, this does not mean that the friction velocity and thus the momentum

input from the wind into the water also decreases, it just increases less steeply.

3 Methods25

3.1 The wind-wave tanks

Measurements were performed in two wind wave tanks, the High Speed Wind-Wave Tank of Kyoto University, Kyoto, Japan,

in October of 2015 and the SUrge STructure Atmosphere INteraction Facility (SUSTAIN), University of Miami, Miami, USA

in May and June of 2017. Table 1 gives an overview of the technical data of the facilities.

Table 1. Technical data of the wind-wave tanks used. All numbers are approximate. The water volume in parentheses for the Kyoto tank gives

the total volume when the external tank was used in addition during the highest wind speed condition. Wind speeds and water temperature

given in parentheses for the Kyoto experiments is for the seawater model.

Kyoto Wind-Wave Tank SUSTAIN

water volume [m3] 8.5(13.7) 120

width [m] 0.8 6

total length [m] 15.7 24

length affected by wind [m] 12.9 18

typical water level [m] 0.75 0.85

air space height [m] 0.85 1.15

water surface area affected by wind [m2] 10.3 108

wind speeds [m s�1] 7–67 (41–67) 14–80

water temperature range [oC] 16.0–19.5 (12.8–15) 25.0-27.4

::::
water

::::
types

: ::::
fresh

:::::
water,

:::::::
simulated

:::::::
seawater

::::::
seawater

Water types30

Due to technical limitations, seawater could not be used in the Kyoto High Speed Wind-Wave Tank. There, one set of experi-

ments was performed with tap water (referred to as fresh water or FW hereinafter). A second set of experiments was performed

in Kyoto with a small amount of n-Butanol added (approx. 700ml) to the tap water, which modifies the bubble spectrum to

better resemble that of seawater (Flothow, 2017). This second set of experiments will be referred to as seawater model or

SWM.
:::::::
(SWM).

:::
The

:::::
water

:::::
used

::
in

:::
the

:::::::
seawater

::::::
model

:::
will

:::
be

::::::
referred

::
to
:::
as

::::::::
simulated

::::::::
seawater.35

In the SUSTAIN tank, filtered seawater taken from Biscayne Bay was used. This set of experiments will be abbreviated by

SW.
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3.2 Mass balances for evasion experiments

A mass balance method is used to measure the gas transfer velocities in evasion type experiments. In this approach, all gases

are dissolved in the water and the water is mixed well by pumps, before the wind is turned on. When the wind is turned on, the40

main flux is from the water volume to the air, and thus the concentration of the tracer in the water c
w

decreases exponentially,

c
w

(t) = c
w

(0)exp

✓
�k · A

V
w

t

◆
, (17)

with the water volume V
w

, the water surface A and the concentration at the start of the experiment c
w

(0). In the Kyoto High

Speed tank, the water lost due to spray was replaced with fresh water, which changes Eq. 17 to

c
w

(t) = c
w

(0)exp(�k · A

V
w

+

˙V
w

V
w

·t)
"
�
 
k · A

V
w

+

˙V
w

V
w

!
· t
#
, (18)45

with the water loss rate ˙V
w

/V
w

. Thus, knowing the water volume, water surface area and the loss rate and measuring a

concentration time series allows to determine the gas transfer velocity k. A more thorough derivation of Eq. 18 can be found in

Krall and Jähne (2014).

3.3 Gas concentration measurements, gas handling and tracers

In both experimental campaigns a dual membrane inlet mass spectrometer (HPR-40 MIMS, Hiden Analytical, Warrington, UK)50

was used to measure the tracers’ concentrations in water. The water extracted from the wind-wave tank was pumped along one

of the inlet membranes, where dissolved species diffuse through the membrane directly into the vacuum of the spectrometer

where they are ionized and subsequently analyzed with respect to their concentrations. For some tracers, two mass to charge

ratios were monitored with the MIMS, either because there are sufficiently high concentrations of different Isotopes (e. g. Xe),

or the tracer molecule is destroyed in the ionization process and forms multiple ions with a different masses (e. g. DMS, DFB,55

HFB).

As mentioned in the previous section, before the start of the evasion experiment, all available gases were dissolved in the

water and mixed well. For dissolving gases into the water, a membrane contactor
:::::::::
membrane

::::::::
contactors

:
(SUSTAIN: Liqui-Cel

8x20PVC
::::
8x20

::::
PVC,

:
Kyoto: Liqui-Cel 4x13, Membrana 3M, Charlotte, NC, USA) was

::::
were

:
used. In Miami, the gases were

dissolved directly into the water of the wind-wave tank, while in Kyoto the gases were first dissolved into a holding tank of60

approx. 7 m3. This water was then mixed into the main water volume of the wind-wave tank using pumps before the start of

an experiment. Care was taken that the tracers were mixed into the water as homogeneously as possible. To achieve this, the

pumps were kept on even after gas loading was finished, and the concentration was monitored. Only when the concentration

was sufficiently stable the pumps were turned off and the experiment was started.

The tracers were chosen in this study to cover a wide range of solubilities and Schmidt numbers. Table 2 gives an overview65

of the tracers used sorted by their solubility. Due to technical and logistical reasons, not all tracers could be used in both

facilities. Figure 3 shows the tracers in a Schmidt number–solubility diagram for all conditions encountered. The temperature

dependency of the solubility and Schmidt number is apparent. Also shown is for which solubility-Schmidt number combination
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Figure 3. Schmidt number - solubility diagram of the tracers used in this study. Also shown as a blue line is for which solubility the air side

resistance is equal to the water side resistance (Eq. 5 for a rough water surface). Diamonds: fresh water
::::::
(Kyoto), circles: seawater model

::::::
(Kyoto), squares: seawater

::::::
(Miami). The variations in the Schmidt number and solubility result from the varying water temperatures used in

the different experiments, see Table 1.
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the air side resistance equals the water side resistance (↵R
a

=R
s

, see also Eq. 5). To calculate the resistances, a rough and

wavy water surface was assumed (i. e. n= 1/2). Below this ↵R
a

=R
s

line, the water side resistance dominates, therefore, the70

tracers are called water side controlled tracers. All tracers used in this study can be classified as water side controlled tracers,

with the exception of Methylacetate (MA), which is partially air side controlled due to its relatively high solubility.

Table 2. Tracers used in this study. PFE: C2HF5, HFB: hexafluorobenzene, DFB: 1,4-difluorobenzene, DMS: dimethyl sulfide, MA: methyl

acetate. Solubility and Schmidt number are given at 20oC for fresh water. Schmidt numbers were calculated from the kinematic viscosity

(Kestin et al., 1978) and the diffusion coefficient given in the respective citation. ((⇤) measured only in seawater. (†) measured only in fresh

water. (‡) measured only in fresh water and seawater model.)

Tracer Solubility Schmidt number

CF4
(‡) 0.0045a 812h

SF6 0.0049a 950i

He 0.0092b 149j

Kr(⇤) 0.055b 624j

PFE 0.072c 1030h

Xe(†) 0.092b 789j

C2H2
(⇤) 0.91d 686h

HFB 1.1e 1360h

CH2F2 1.5f 818h

DFB(‡) 3.1e 1230h

DMS 11.2a 983h

MA 150g 856h

a(Warneck and Williams, 2012); b(Abraham and Matteoli, 1988); c(Reichl, 1995); d(Sander et al., 2011); e(Hiatt, 2013); f (Maaßen, 1995);g(Fenclová et al.,

2014); h(Yaws, 2014); i(King and Saltzman, 1995); j (Jähne et al., 1987)

3.4 Wind speed measurements

Kyoto experiments

In the Kyoto tank, wind speeds were not recorded during the experiments.
::
In Takagaki et al. (2012)describes the measurements

of the reference wind speed in 10m height u
10

and of the friction velocity u⇤ in the Kyoto Tank.
:
,
::::::::::
streamwise

:::
and

:::::::
vertical5

::::::
air-side

:::::::
velocity

::::::::::
fluctuations,

:::::::::
measured

:::::
using

:
a
:::::
laser

:::::::
Doppler

::::::::::
anemometer

::::
and

:::::
phase

:::::::
Doppler

:::::::::::
anemometer

:::::
(LDA

::::
and

:::::
PDA,

::::::
Dantec

:::::::::
Dynamics,

::::::::
Denmark)

::
at
::

a
::::
fetch

:::
of

:::
6.5

::
m

::
in

:::
the

::::::
Kyoto

::::
tank

:::
are

:::::
given.

:::::
They

::::::::
estimated

:::
the

::::::
friction

:::::::
velocity

::::
u⇤,a:::

by
:::
the

::::::::
Reynolds

:::::
stress.

:::::::
Special

::::
care

:::
was

:::::
taken

::::
that

::::::
neither

:::::
spray

::::::::
droplets,

:::
nor

:::
the

:::::
water

::::
film

:::::::
adhering

:::
to

:::
the

:::
side

:::::
walls

:::
of

:::
the

::::
tank

::::::::
adversely

:::::::
affected

::
the

::::::::::::
measurements

::::
(see

::::
also Komori et al. (2018)

:
).
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Since we used the same wind generator settings as Takagaki et al. (2012) wind speed and friction velocities were taken from10

there .
::::
with

:::
the

::::::::
exception

:::
of

::::
u⇤,a ::

at
:::
the

:::
two

:::::::
highest

::::
wind

::::::
speed

:::::::
settings.

::
In

:
Takagaki et al. (2012),

::::
u⇤,a:::

at
:::
the

::::::
highest

:::::
wind

::::::::
generator

:::::
setting

::::
(fan

:::::::
rotation

::::::
number

::::
800

::::
rpm)

::::
was

:::::
found

::
to

::
be

:::::::
smaller

:::
than

::::
u⇤,a::

at
:::
the

::::::
second

::::::
highest

:::::
wind

::::::::
generator

::::::
setting

:::
(fan

:::::::
rotation

:::::::
number

::::
700

:::::
rpm),

:::::
which

::::::
might

::
be

::::
due

::
to

:
a
:::::

large
:::::::::::
measurement

::::::::::
uncertainty

::::::
owing

::
to

::::::::
intensive

:::::
wave

::::::::
breaking.

:::::
These

:::::
values

:::::
were

::::::::::
extrapolated

:::::
using

::
a

:::::::::
polynomial

:::
fit

::
to

:::
the

::::
data

:::::::
reported

::
in

:
Takagaki et al. (2012)

:
,
::::
such

::::
that

:::
u⇤,a:::::

used
::::
here

:
is
::::::
strictly

::::::::::::
monotonically

:::::::::
increasing

::::
with

:::
the

:::::
wind

:::::
speed

:::::
setting

:::
as

::::::::
expected.

:::::
These

:::::
values

:::
of

:::
the

::::::
friction

:::::::
velocity

::::
u⇤,a :::::::

together15

::::
with

::
the

:::::
wind

:::::
speed

::::::
values

:::
u
10:::::

taken
::::::::
unaltered

::::
from

:
Takagaki et al. (2012)

:::
were

:::::
used

::
to

:::::::
calculate

:::
the

::::
drag

::::::::::
coefficient.

SUSTAIN experiments

A
::
3D

:
sonic anemometer (IRGASON, Campbell Scientific Inc., Logan, USA) was mounted in the test section of the SUSTAIN

wind wave tank
:
at
::
a

::::
fetch

::
of

::::
0.65

::
m

:::
and

::
a

:::::
height

::
of

::::
1.79

::
m

:::::
above

:::
the

::::
tank

::::::
bottom. The measured wind speeds were converted to

the friction velocity u⇤ :::
u⇤,a:and the wind speed u

10 :::
u
10

using the parameterization for the Drag coefficient and the roughness20

length given in
::::
given

::
in

:
Donelan et al. (2004)

::::
with

:::
the

:::::::::
assumption

:::
of

:
a
::::::::::
logarithmic

::::
wind

::::::
profile. Wind speed uncertainty was

calculated from the device uncertainty as specified by the manufacturer as well as the variance of the wind speeds measured.

Uncertainties found were in the order of 3 to 4%.

3.5 Bubble measurements

Bubble size distributions were measured in Kyoto using an optical bright field imaging technique (Mischler and Jähne, 2012;25

Flothow, 2017). In this method, a camera
::
A

::::::
Nikon

:::::
D800

::::::
digital

::::
SLR

:::::::
camera

::::
with

::
a

::::::
200mm

:::
f/4

::::::
AF-D

::::::
macro

::::
lens looks

perpendicular to the wind direction through the water into a
:::::::
purpose

::::
built

:::::
LED light source. Bubbles entrained in the water

scatter the light such that the light no longer reaches the camera sensor, and the bubble appears as a dark circle. Out of focus

bubbles have a blurry edge, which is used to estimate the 3D volume the bubbles are in in the 2D images taken by the camera

(
::
by depth from focus )(Jähne and Geißler, 1994). Two bubble imaging systems consisting of a Nikon D800 digital single lens30

reflex camera and a purpose built LED light source each were operated during the measurements in Kyoto, one at a fetch of

3 m, the second one at 8 m fetch, approximately 30 cm below the water surface. Calibration and data evaluation is described in

detail in Flothow (2017).

4 Results

4.1 Wind speeds and friction velocities35

The relationship between the water sided friction velocities u⇤,w and the wind speeds in 10 m height, u
10

at which the gas

transfer velocities were measured in this study is shown in Fig. 4a. A clear change in the steepness of the relationship can be

seen at a wind speed of approximately 33 m s�1 as indicated by the gray line. The wind speed of 33 m s�1 corresponds to a
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(a) friction velocity (b) Drag coefficient

Figure 4. Relationship between the wind speed in 10 m height, u10, and the water side friction velocity (a) and the Drag coefficient
::::::::
calculated

::::
using

::::
Eqn.

::
16 (b)

:
.
::::::
Lighter

:::::
colors

::::
mark

::::::::
conditions,

:::::
where

:::
the

:::::
friction

:::::::
velocity

:::
was

:::::::::::
approximated,

::
see

::::
Sec.

:::
3.4.

friction velocity of about 6 cm s�1. Also, the Drag coefficient C
D

(Fig. 4b) has a maximum at this wind speed, before it levels

off.40

4.2 Bubble surface area

Up to now, bubble measurements were evaluated only for the Kyoto facility. From the bubble concentration measurements,

the total bubble surface was computed and plotted in Fig. 5 as a dimensionless area in relation to the flat free water surface

area, A
b

/A
s

. The uncertainties are quite high, because bubbles where measured only at one depth (Sec. 3.5). But still a few

important findings can be stated.45

1. The bubble surface area strongly increases with the friction velocity (/ u3

⇤,w to / u4

⇤,w) in all facilities and for fresh

water and seawater.

2. For fresh water the bubble surface area almost reaches the same area as the flat free surface at the highest wind speeds.

3. In the modeled seawater the bubble surface area is about on
:
an

:
order of magnitude higher

::::
larger

:
than in fresh water. At

higher friction velocities, especially with the seawater model, the bubble clouds get very dense
:
, resulting in a systematic50

underestimation of the bubble surface area. Therefore the true bubble surface area at the highest wind speed is very likely

larger than the measured surface area of about four times the area of the flat free water surface.
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(a) fresh water (b) seawater model

Figure 5. Bubble
::::::
surface area per water surface area measured in fresh water (a) and seawater modeled by adding butanol to fresh water

(b): Kyoto: 3 and 8 m fetch, camera installed approx. 30 cm below water surface at rest; Marseille Luminy: 28 m fetch, camera installed at

approx. 50 cm below water surface at rest; Aeolotron Heidelberg: infinite fetch, camera installed at 10 evenly spaced positions between 0.5

and 36.5 cm below the water surface. At the highest wind speeds, the density of the bubbles is so large that the intensity of the illumination

that reaches the camera reduces by up to 75 %, which leads to a systematic underestimation of the bubble surface area. Conditions likely

affected by this are marked with an open symbol. Figure reproduced from data by Flothow (2017).

4. The bubble surface area shows a clear trend to increase with fetch. Also shown in Fig. 5 are measurements performed

at 28 m fetch (Marseille tank), and quasi infinite fetch in the annular wind-wave facility, the Heidelberg Aeolotron in

addition to the measurements in Kyoto at 3 and 8 m fetch. Roughly, the same bubble surface area is obtained at about55

half the friction velocity in the Aeolotron as compared to 3 m fetch in the Kyoto facility. With the modeled sea water the

bubble surface area becomes equal to the flat free surface area at a friction velocity just above 4 cm s�1, while this value

is reached in the Kyoto facility only at a friction velocity of about 8 cm s�1. This finding is important when extrapolating

laboratory results to the field and will be discussed further in Sec. ??

::::
4.5.1.

4.3 Measured gas transfer velocities60

Figure 6 shows the measured gas transfer velocities k
meas

in dependency of the water-sided friction velocity u⇤,w for three

different measurement conditions: (a) fresh water in Kyoto, (b) seawater model in Kyoto and (c) seawater in Miami. Gas

transfer increases strongly with the wind speed for all tracers. Beyond a friction velocity of approx. 6 cm s�1, the increase is

significantly steeper.
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(a) fresh water (b) seawater model

(c) seawater

Figure 6. Measured gas transfer velocities kmeas in fresh water in Kyoto (a), in the seawater model in Kyoto (b) and in seawater in Miami

(c) and (d). Tracers in the legend are sorted by increasing solubility. As a visual guide, lines showing exponential proportionalities between

the transfer velocity and the friction velocities to varying powers are shown.
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The tracer with the highest solubility, Methylacetate (MA), shows a transfer velocity significantly lower than for the other

tracers for all wind speeds and all water types. This reduction in the gas transfer velocity confirms the existence of an additional

air side resistance for this tracer, see Sec 2.1. Due to this additional air side resistance, MA will be excluded in the following5

discussion. From Fig. 6 it is also evident that He has a much higher transfer velocity than the other tracers for all wind speeds.

This is caused by its significantly higher diffusion coefficient corresponding to a low Schmidt number, while all other tracers

vary in the Schmidt number by at most a factor of two, see Table 2.

Figure 6 also shows dependencies of the form k
meas

/ ux

⇤,w with a variable exponent x. Clearly, the functional dependency

between k
meas

and u⇤,w dramatically changes at a friction velocity of around 6 cm s�1, indicating a new regime starting at this10

friction velocity. This finding is in good agreement with the earlier measurements of Iwano et al. (2013) and Krall and Jähne

(2014), who also found a transition to a much steeper increase at 33
:
-
::
35

:
m s�1

:::::
(u

10

). Also, this wind speed coincides with the

change in the u⇤(u10

)

::::::::
u⇤,w(u10

)

:
relationship discussed in section 4.1.

A closer look at the fresh water transfer velocities (Fig. 6a) reveals an unexpected result. Even for high wind speeds all

tracers (except He and MA) have transfer velocities within a very narrow band, even though their solubility differs by several15

orders of magnitude. This is a clear indication, that transfer through closed bubble surfaces is much slower than the transfer

through the water surface for fresh water even at the highest wind speeds.

In seawater and in simulated seawater (Figs. 6b and 6c), a clear spacing between the transfer velocities of tracers with

different solubilities at high wind speeds can be seen. This means that bubble-induced gas transfer does play a role for seawater.

4.4 Separation of gas transfer across the free surface and bubbles20

Once bubbles influence air-sea gas transfer, a separation of the different contributing mechanisms is required. Because of the

additional influence of solubility, it is not possible to simply apply Schmidt number scaling. This is why the model combining

gas transfer across the free water surface and bubble surface was developed in Sec. 2.2, see Eq. 11. Because all measure-

ments were made at high wind speeds with clean water, the Schmidt number exponent was fixed to 0.5. Then, three unknown

parameters remain for each measuring condition:25

– The transfer velocity across the free water surface at a Schmidt number of 600, k
s,600

– The limiting or maximum transfer velocity across the closed-bubble surfaces at a Schmidt number of 600, k
c,600

. It is

reached for gases with a solubility ↵⌧ ↵
t

.

– The transfer velocity associated with the bubble volume flux per water surface area
:::::
density, k

r

. In the limit of high

solubilities
:::
For

::::
high

::::::::
solubility

:
( ↵� ↵

t

) the bubble-mediated gas transfer velocity is k
r

/↵, compare Eq. 8.30

Because of the multi-tracer approach with more than three tracers covering a wide range of solubilities, it is possible to

retrieve all three parameters of the model (Eq. 11) for each measuring condition separately and thus to separate the gas transfer

across the free water surface from the bubble-induced gas transfer. In addition the transition solubility ↵
t

can be computed

according to Eq. 9. The model equation 11 was fitted to the data using a least squares algorithm with the free parameters
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(a) water surface transfer velocity k
s,600 (b) bubble surface transfer velocity k

c,600

(c) bubble volume transfer velocity k
r (d) transition solubility ↵

t

Figure 7. Fitted contribution of the different components to the gas transfer velocity: a) surface transfer velocity k
s,600, b) bubble surface

transfer velocity k
c,600, and c) the bubble volume k

r

as a function of the water side friction velocity in double-logarithmic presentation.

Please note the different vertical scales. The graphs include error bars of the fitted parameters. In addition the transition solubility ↵
t

computed according to Eq. 9 in shown in figure d) without error bars.

k
s,600

, k
r

and k
c,600

. MA was excluded from the fit due to its additional air side resistance. Also, He had to be excluded.35

Including He led to unrealistically low transition solubility of below 0.001. One possible reason for this is the high diffusion

coefficient of He, and the resulting fast gas transfer from water into the bubbles, which might deplete the He concentration in

the water between the bubbles inside bubble clouds. This effect has been observed and described before by Woolf et al. (2007).
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Another explanation is spray-induced gas transfer, which could limit the gas transfer velocity of tracers with high diffusivity

as discussed in Sec. 2.3.40

Also, as a further quality criterion, the fit was required to obey

k
c,600

 k
meas,T

✓
Sc

T

600

◆
0.5

� k
s,600

(19)

by limiting the available parameter space of k
c,600

for
::
for

:::
the

:
tracers T with solubilities smaller than 0.01 and Schmidt numbers

larger than 300 (i.e. for the tracers
:::
T=[SF

6

and ,CF
4

). ]
:
.
::::
This

::::
was

::::::::
achieved

::
by

:::::::::
iteratively

:::::::::
narrowing

:::
the

:::::::
allowed

:::::::::
parameter

::::
space

:::
of

:::
the

::::::::
parameter

::::::
k
c,600

.
:
Eq. 19 describes the highest physically reasonable k

c,600

(see also Eq. 12). At each measuring45

condition,
:
the regression with three free parameters was performed with 5–14 measured transfer velocities. For some tracers,

the concentrations of two different ions of the same tracer were analyzed with the MIMS, which allowed the measurement of

two transfer velocities per tracer for a single wind speed condition, see Sec. 3.3.

The mean (median) deviation between the measured and the modeled transfer velocity is 7.4 % (6.3 %) of the measured

transfer velocity. Out of a total of 242 pairs of measured and modeled values, only 22 deviate by more than 15 %. The maximum50

deviation found was 31.2 % (Acetylene in seawater at u
10

= 58.6
:::::::::
u
10

= 62.9m s�1). This indicates that the regression model

is in good agreement with the measured data.

Figure 7 shows the resulting fitted parameters k
s,600

, k
r

and k
c,600

and the calculated transition solubility ↵
t

(see Eq. 9).

The bubble-related parameters k
r

and k
c,600

are found to be zero for friction velocities below 5.8 cm s�1 for fresh water and

seawater. No experiments below 7 cm s�1 were performed for the seawater model. The separation of the gas transfer velocity55

into its different components gives a detailed insight into the mechanisms of air-sea gas transfer at high wind speeds with

unexpected results:

Free surface transfer, k
s,600

: The gas transfer velocity across the free water surface k
s,600

normalized to a Schmidt number

of 600 (Fig. 7(a)) clearly shows a transition to a much steeper increase of the transfer velocity with the friction velocity

from / u1

⇤,w to / u3.52

⇤,w :::::
/ u3.0

⇤,w:
beyond a friction velocity of about 5.8 cm s�1. It is a substantial effect, resulting in a60

more than
::
an

:::::
about tenfold gas transfer velocity if the water side friction velocity is increased by a factor of two from

6 to 12 cm s�1. This substantial increase of the gas transfer velocity is not related to bubble-induced gas transfer at all

and thus valid also for all water-side controlled gas tracers independent of the solubility. It is not unexpected that there

is no significant difference between seawater and fresh water, because the hydrodynamic conditions do not depend on

the salt content of the water and the normalization of the transfer velocity to a Schmidt number of 600 already takes the65

small change of the kinematic viscosity between seawater and fresh water into account. It is more surprising that there is

no significant difference between the Kyoto and SUSTAIN facilities although they differ significantly in lengths (15.7 m

versus 24 m) and width (0.8 versus 6 m).

Bubble surface related transfer, k
c,600

: Bubble-induced gas transfer could only be observed after the transition to a much

steeper increase of the gas transfer velocity at the surface beyond a friction velocity of 5.8 cm s�1. (Fig. 7(b) and (c)).70

The maximum bubble-induced gas transfer velocity in the limit of low solubility k
c,600

increases even steeper (Fig. 7(b)).
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Figure 8. Ratio of k
c,600 to k

s,600, i. e., the bubble-induced gas transfer velocity in the limit of low solubility to the gas transfer velocity at

the free surface in relation to the friction velocity, given in percent of the gas transfer velocity at the free surface.
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For all fresh water conditions studied, bubble-induced gas transfer remains much smaller than the gas transfer at the free

water surface. For seawater, however, k
c,600

is an order of magnitude higher and surpasses k
s,600

at a friction velocity of

about 8 cm s�1. At the highest wind speed it is about 1.7 times larger than at the free surface . This is shown in
:
(Fig. 8,

where the ratio of k
c,600

to k
s,600

is shown as a function of the friction velocity
:
). The about tenfold larger bubble-75

induced gas transfer velocity for seawater than for fresh water in the limit of low solubilities is in good agreement with

the measured bubble surface as presented in Sec. 4.2.

Bubble volume flux density related transfer, k
r

: In the limit of
:::
For

:
high solubility, bubble-induced gas transfer is not sig-

nificant at all (Fig. 7(c)). It is also not unexpected that there is no significant difference between seawater and fresh

water, because in this limit, bubble-induced gas exchange is controlled by the bubble volume flux. It can be expected80

that the gas volume submerged per breaking wave does not depend on the salt content, because this depends only on the

geometry and dynamics of wave breaking.

Interestingly, found k
r

= 40cmh�1 in his bubble tank study, a value close to the values at highest wind speeds.

Transition solubility ↵
t

: In seawater, however, many more small bubbles are generated, which stay longer in the water and

form a significantly larger surface. This is why seawater is much more effective in bubble-induced gas transfer for low85

solubilities. Therefore also the transition from surface to volume flux controlled bubble-mediated gas transfer is shifted

for seawater to lower solubilities (Fig. 7(d)) from fresh water at about 0.4 of values around 0.03.

Within the measurement accuracy, no difference was found between seawater and simulated seawater. Thus not only the

absolute values of bubble-induced gas transfer (Fig. 7(b) and (c)) but also the transition solubility is correctly reproduced

when using traces of n-Butanol in fresh water to simulate the effect of seawater on bubble generation and its effects on90

air-sea gas transfer. This greatly simplifies laboratory experiments.

In his bubble tank experiment Mischler (2014) found very similar transition values: for fresh water 0.23 and for saltwater

0.06 at the conditions shown in Fig. 2. The
:::::
small deviations are not surprising, because in a bubble-tank without wind,

where the breaking waves are simulated by a jet, the turbulence in the water certainly is different.

The successful partitioning of the gas exchange according to Eq. 11 makes it possible to compute the gas transfer velocity5

for any gas . This is important because it is now possible to determine the transfer velocity of other important species, which

could not be measured with our setup, e.

4.5

::::::::::
Comparison

::::
with

:::::
field

::::::::::::
measurements

4.5.1

::::::::::::::
Bubble-induced

:::
gas

:::::::
transfer

::
At

::::
first

::::::
glance,

:::
the

:::::
most

:::::::
striking

:::::
result

::
is

:::
the

::::::::
negligible

::::::::::::
contributions

::
of

:::::::
bubbles

::
to

:::
gas

:::::::
transfer

:::
up

::
to

::::
wind

::::::
speeds

:::
of

::
30 g.,10

carbon dioxide
:::::
ms�1.

::::::
There

::
is

:::::::
evidence

::::
that

:::::::
bubbles

:::::::::
contribute

::
to

::::::
air-sea

::::
gas

::::::::
exchange

::
at

:::::
much

::::::
lower

::::
wind

::::::
speeds

:::
at

:::
the

:::::
ocean

::::::
surface.

:::::
Both Blomquist et al. (2017)

::
and

:
Bell et al. (2017)

:::::
found

::::::::::
significantly

::::::
higher

:::
gas

:::::::
transfer

::::::::
velocities

:::
for

::::::
carbon
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Figure 9.

:::::::::::
Comparision

::
of

:::::
DMS

:::
and

::::::
carbon

::::::
dioxide

:::
gas

::::::
transfer

::::::::
velocities

::
in

::
a
:::::
double

:::::::::
logarithmic

::::::::::::
representation:

::::
eddy

:::::::::
covariance

::::::::::
measurements

:::::
from

:::
the

::::
High

:::::
Wind

:::::
Speed

:::
Gas

::::::::
Exchange

:::::
Field

:::::
Study

:::::::::
(HiWinGS)

:::
by Blomquist et al. (2017)

:::::
(Blom)

::::::::
including

::::
their

::::::::::::::::::
k(u10)-parameterizations.

::::
Also

:::::
shown

:::
are

:::
the

:::
CO2:::

and
:::::
DMS

::::::
transfer

:::::::
velocities

:::::::
measured

::
by

:
Zavarsky et al. (2018)

::::
(Zav)

:::
and

::::
those

:::::::
reported

:
in
:

Bell et al. (2017)
:::::
(Bell).

:::
For

::
the

::::
Bell

::::
data,

:::::
power

::::
laws

::
of

:::
the

::::
form

::::
aun

10::::
taken

::::
from

:
Brumer et al. (2017)

::
are

:::::
shown.

::::
The

:::::
output

::
of

:::
the

:::::
model

::::::::
presented

::
in

:::
this

::::
paper

:::
for

::::
CO2 :::

and
::::
DMS

::
is

:::
also

:::::
shown.

:
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::::::
dioxide

::::
than

:::
for

:::::
DMS

:::
and

::::::::
attributed

::::
this

::
to

:::::::::::::
bubble-induced

:::
gas

:::::::
transfer

::::
(Fig.

::::::
4.5.3).

::::::::
However,

::::::
doubts

:::::::
remain.

:::::
First,

:::
the

::::
field

:::::::::
experiment

:::
by Zavarsky et al. (2018)

:::
did

:::
not

:::::
show

::
a
:::::::::
significant

:::::::::
difference

:::::::
between

:::::
DMS

::::
and

::::
CO

2::::
gas

::::::
transfer

:::::::::
velocities

::::
(Fig.

:::::
4.5.3).

:::::::::
Secondly,

::::
CO

2:::
gas

:::::::
transfer

::::::::
velocities

::::::::
measured

::
by

:::::
eddy

:::::::::
covariance

:::::::::
techniques

:::
are

::::::::
generally

:::::
about

:
a
:::::
factor

::
of

::::
two15

:::::
higher

::::
than

:::
gas

:::::::
transfer

::::::::
velocities

::::::::
measured

::::
with

:::
the

::::
dual

:::::
tracer

::::::::
technique

:::::
using

::::::::
3He/SF

6

(Garbe et al., 2014, Fig. 2.10)
:::::
when

:::::
scaled

::
to

:::
the

:::::
same

:::::::
Schmidt

:::::::
number.

::::
This

::::::
should

:::
not

::
be

:::
the

:::::
case,

::::::
because

:::::
both

:::
3He

::::
and

:::
SF

6:::::
have

::::
much

:::::
lower

::::::::::
solubilities

::::
than

::::
CO

2 :::
and

:::::::::::
consequently

::::::
should

:::::
show

:
a
::::::
higher

::::::
transfer

:::::::
velocity

::::
than

:::::
CO

2

,
:::
not

:
a
:::::
much

:::::::
smaller

:::
one.

4.6 Dimethyl sulfide and carbon dioxide

4.5.1

:::::
Wave

:::
age

:::::::::::
dependency20

:::
But

::::
even

::
if
::::

the
::::::::::::::
bubble-mediated

:::
gas

:::::::
transfer

::
is
:::::::::

estimated
::::::::
correctly

::
by

:::::::::
combined

:::::::::
DMS/CO

2:::::::::::::
measurements,

::::
this

::::
does

::::
not

::::::::
contradict

:::
the

:::::::::
laboratory

:::::::::::::
measurements,

:::::::
because

::
of

:::
the

::::
very

::::::::
different

::::
wave

:::::
ages

:::::::
between

:::::
linear

::::::::::
wind-wave

::::::
tunnels

::::
and

:::
the

:::::
ocean.

::::
The

::::::
bubble

::::::
surface

::::
area

::::::::::::
measurements

:::::::
reported

:::
in

::::
Sec.

:::
4.4

:::
and

::::
Fig.

:::
5b

::::
show

::::::
indeed

::::::
larger

::::::
bubble

::::::
surface

:::::
areas

::::
with

::::::::
increasing

:::::
fetch

::
at

:::
the

::::
same

:::::
wind

:::::::
speed.

::
In

:::
the

:::::::::
Heidelberg

:::::::::
Aeolotron

::::
with

::::::
infinite

:::::
fetch,

:::
the

:::::
same

::::::
bubble

::::::
surface

::::
area

::::::
occurs

:
at
:::::
about

::::
half

:::
the

::::
wind

:::::
speed

::::
than

::
in
:::
the

::::::::::
short-fetch

:::::
Kyoto

:::::::
facility.25

::::::::
Therefore

:
it
:::::::
appears

::::::
logical

:::
that

:::::
wave

::::::::
breaking

::
in

:::
the

:::::
ocean

:::::
could

::
be

:::::
more

::::::
intense

::::
than

::
in

:
a
:::::::::
short-fetch

:::::::::
wind-wave

::::
tank

::::
and

:::
thus

::::::
would

::::
start

::
to

::::::
become

:::::::::
significant

::
at

::::::::::
considerably

:::::
lower

:::::
wind

::::::
speeds.

::::
This

::
is

::::::::
supported

:::
by

::
the

:::::::::
estimation

::
of

:::
air

::::::::::
entrainment

::
by

:::::::
breaking

::::::
waves

::
by

:
Deike et al. (2017).

:::::
They

::::::::
estimated

::::::::
maximum

:::
air

::::::::::
entrainment

::::::::
velocities

:::::::
V
a

= k
r:::

up
::
to

::::
about

:::
50

:::
cm

::::
h�1,

::
as

::
we

::::
did

::::
(Fig.

:::
2c),

:::
but

:::::::
already

::
at

:::::
much

:::::
lower

::::
wind

:::::::
speeds.

:::::::
However

::::
with

:::
the

:::::::
current

::::
state

::
of

::::::::::
knowledge,

::
it
::
is

:::
not

:::::::
possible

::
to
:::::

draw
::::::::
definitive

:::::::::::
conclusions.

:::
As

::::::
pointed

:::
out

:::
by

:
Brumer30

et al. (2017),
:::::
some

::::
field

:::::::::::
measurements

:::::::
showed

:
a
:::::::::
significant

::::
wave

::::
age

:::::::::
dependency

::::::
others

:::
did

:::
not.

::::
And

::::
there

:::
are

::::::::::::::
contradictionary

::::::::
theoretical

::::
and

::::::::::
semiempiric

:::::::
models

::
as

:::
the

:::::::::
discussion

:::::
about

:::
the

:::::::
findings

:::
by (Deike et al., 2017; Deike and Melville, 2018)

::
in

::
the

::::
last

::::::::
paragraph

::
of

::::
Sec.

:::
2.2

:::::::
showed.

4.5.2

::::
DMS

::::
gas

:::::::
transfer

The gas transfer velocities measured for dimethyl sulfide (DMS)deserve some more discussion here, because they partly35

contradict the results of previous field experiments.

The
:::
One

::
set

:::
of eddy covariance measurements of (Bell et al., 2013, 2015) found a decrease of the gas transfer for wind speeds

higher than approx. 15
::
12 m s�1,

::::::
while

::
all

:::::
other

:::::
field

::::::::::::
measurements

::
do

::::
not

:::::
show

:::
this

:::::
effect

:
(Fig. 10) . The measurements

presented here do not show such an effect (Fig. 10). On the contrary: beyond a wind speed of about 33 m s�1, the transfer

velocity shows the same transition to a much steeper increase as all other tracers used. More recent field measurements do not40

show a decrease in the DMS transfer velocity . found that the increase in the gas transfer velocity with wind speed becomes

less steep at higher wind speeds.
::::
Thus

:::
the

:::::::
transfer

::
of

:::::
DMS

:::::
across

:::
the

::::::::
air-water

:::::::
interface

::
in
:::::
fresh

:::::
water

:::
and

::::::::
seawater

:
is
::::
just

:::
the

::::
same

::
as

:::
for

:::
all

:::::
other

:::::
gases

:::
and

:::::::
volatile

::::::
tracers

:::
and

:::::::
theories

:::::
about

:::
an

:::::::::
attenuated

:::::::
Henry’s

:::
law

:::::::
constant

:::
for

:::::
DMS

:
(Vlahos and

Monahan, 2009)
::
are

:::::
most

:::::
likely

:::
not

::::::
correct.

:
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Measured transfer velocities of DMS, scaled to k600, compared to previous field studies. B2013: ; B2015: ; B2017: ; Z2018: .

Figure 10.

:::::::
Measured

::::::
transfer

:::::::
velocities

::
of

:::::
DMS,

:::::
scaled

::
to

::::
k600,

:::::::
compared

::
to

:::::::
previous

:::
field

::::::
studies.

::::
Bell: Bell et al. (2017)

:
;
:::::
Blom: Blomquist

et al. (2017);
::::
Zav: Zavarsky et al. (2018)

:
.

24



Figure 11.

::::::::::
Comparison

::
of

::::::
oxygen

:::
gas

::::::
transfer

:::::::
velocities

::::::
inferred

::::
from

:::
the

::
lab

:::::::::::
measurements

::::::::
presented

:
in
:::
this

:::::
paper

::::
with

::
the

::::
field

:::
data

:::
by

McNeil and D’Asaro (2007)
:
,
::::
both

::::::
Schmidt

::::::
number

:::::
scaled

::
to

::::
k600.

Because it is well known that parameters other than wind speed influence gas exchange , a direct comparison of field data

with laboratory data based on the wind speed alone is not adequate. Therefore, the remaining question is whether it is physically

reasonable that in a wind speed range of 12 to 20

4.5.3

::::
Very

::::
high

:::::
wind

::::::
speeds5
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:::
The

::::
most

:::::::::
interesting

::::
and

:::::
novel

::::
result

::
is
:::
the

:::::
steep

:::::::
increase

::
of

:::
the

:::
gas

::::::
transfer

:::::::
velocity

:::::::
beyond

::
33 m s�1 the gas transfer velocity

varies by almost a factor of three at the same wind. Currently there is no evidence available from laboratory measurements

that would confirm this. The influence of fetch and thus waves on gas transfer has so far only been studied at wind speeds of

less than 10ms�1 and proved to be only significant at wind speeds lower than 6
::
to

:::::
values

:::::::::
exceeding

:::::
1000 m

:::
cm s

:
h�1. However,

recent measurements in the Baltic Sea using active thermography also showed large variations in the gas transfer velocity at10

wind speeds higher than 10ms�1, which is most likely related to the effect of surfactants .

Comparision of DMS and carbon dioxide gas transfer velocities in a double logarithmic representation: eddy covariance

measurements from the High Wind Speed Gas Exchange Field Study (HiWinGS) (B2017). Also shown are the CO
2

and DMS

transfer velocities measured by (Z2018). The output of the model presented in this paper for CO
2

and DMS is also shown.

There is another striking discrepancy. found significantly higher .
::
In

::::
this

:::::
wind

:::::
speed

:::::
range

:::
the

::::::::::
comparison

::::
with

::::
only

::::
two15

::::::
transfer

::::::::
velocities

::::::::
estimated

::
in
::
a
::::
field

:::::::::::
measurement

::::
with

::::::
oxygen

::
is

:::::::
possible

:
(McNeil and D’Asaro, 2007).

::::
The

:::::::
modeled

::::::
values

::
of

:::
the

:::::::
oxygen gas transfer velocities for carbon dioxide than for DMS and attributed this to bubble-induced gas transfer,

whereas the measurements presented here do not show any significant bubble-induced gas exchange for both gases in the wind

speed range covered by the HiWinGS study and even at much higher wind speeds
::::
were

::::::::
calculated

:::::::::
according

::
to

::::
Eq.

::
11

::::
and

::
the

::::::
model

::::::::
equations

::::::::
contained

::
in
:::
the

:::::::::::::
supplementary

:::::::
material.

::
It

::
is

:::::::::
interesting

::
to

:::
see

::::
how

::::
close

::::
our

:::::::::
wind-wave

::::
tank

::::
data

:::
are

::
to20

::
the

:::::
field

:::
data

:
(Fig. 4.5.3). Actually, the figure shows that the transfer velocity for carbon dioxide is an almost constant factor

of three higher than that of DMS in the whole
::::
4.6).

::::
This

::::::
clearly

::::::
means

:::
that

:::
the

:::::::::::
mechanisms

::::::
causing

::::
this

:::::
steep

:::::::
increase

::
in

:::
the

::::::::
laboratory

::
in

::::
this wind speed range from 3.4 to 25ms�1 for the field data set of . It is unlikely that a) already at 3.4ms�1 wind

speed, the bubble-induced gas exchange increases the transfer velocity of carbon dioxide threefold over DMS and b) that this

effect neither increases, nor decreases with wind speed . Also, no such discrepancy between the gas transfer velocities of DMS25

and CO
2

spanning all wind speeds was found in a similar study by , see Fig. 4.5.3. The laboratory measurements presented

here may provide some insight into the cause for this discrepancy.
:::
are

:::
also

:::::::
relevant

:::
for

::::
field

:::::::::
conditions.

:

Wave breaking in the ocean could be more intense than in a short-fetch

4.5.4

:::::
From

:::
lab

::
to

:::::
ocean

::::::::::
conditions

:
It
::
is
:::::::

evident
::::
that

:::
gas

:::::::
transfer

::::::
cannot

:::
be

:::::::
directly

:::::::::
transferred

:::::
from

:
a
:

wind-wave tank and thus also the bubble-induced gas30

exchange would be stronger and would start to become significant at lower wind speeds. Indeed, the bubble surface area

measurements reported in Sec. 4.4 and Fig. 5b show larger bubble surface areas with increasing fetch at the same wind speed.

In the Heidelberg Aeolotron with infinite fetch, the same bubble surface area occurs at about half the wind speed than in
:::::
flume

::
to

::
the

::::::
ocean.

::::
This

::
is

:::
just

::
as

::::::
wrong

::
as

:::::
using

::::::::
empirical

:::
gas

:::::::
transfer

:
-
::::
wind

:::::
speed

::::::::
relations

::::
from

:
a
:::::::::
collection

::
of

::::
field

:::::::::::
experiments,

::::::
because

::::::::::
parameters

:::::
other

::::
than

::::
wind

::::::
speed

::::
also

::::::::
influence

:::
gas

:::::::
transfer.

::::
This

::
is
::::

not
:::
just

:::
the

::::
sea

::::
state

::
as

:::::::::
discussed

::::::
above,

:::
but35

:::
also

:::
the

::::::::
influence

:::
of

::::::
surface

:::::
active

:::::::
material

::
at
::::

the
:::::
water

::::::
surface

:
(Frew, 1997; Cunliffe et al., 2013; Nagel et al., 2019)

:
.
::
It

::
is

::::::
exactly

:::
this

:::::::::
multitude

::
of

:::::::::
parameters

::::::::::
influencing

::::::
air-sea

:::
gas

:::::::
transfer,

::::::
which

::::::
makes

:
it
:::

so
:::::::
difficult

::
to

:::::::
identify

:::
and

::::::::
quantify

:::
the

::::::::::
mechanisms.

:::::
Here

:::::::::
laboratory

::::::
studies

:::
can

::::
play

:::
an

::::::::
important

::::
role.

::::::::::
Laboratory

::::::::::::
measurements

:::
are

::::::::
generally

:::::
much

::::
more

:::::::
precise
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:::
and

:::::::
accurate

::::
than

::::
any

::::::
current

::::
field

:::::::::
measuring

::::::::::
techniques.

::
It

::
is

:::::::
possible

::
to

:::
use

:::::
many

:::::
more

::::::
tracers

:::::::::::::
simultaneously.

:::::
Also,

::
it

::
is

::::
easy

::
to

:::::::
perform

::::::::
systematic

:::::::
studies.

:
40

:::::
There

::::
were

::::
two

::::::
serious

::::::::::
limitations

::
in

:::
the

::::
past:

::::
The

:::::::
limited

::::
wind

::::::
speeds

::::
and

::::::::
low-fetch

::::::::::
conditions.

:::
The

::::
first

:::::::::
limitation

::
is

::::::
already

::::
gone

::::
with

:
the short-fetch Kyoto facility

:::::
Kyoto

::::
High

::::::
Speed

::::::::::
Wind-Wave

::::::
Facility

::::
and

:::
the

:::::
Miami

:::::::::
SUSTAIN

:::::::
Facility.

::::
The

::::::
second

::::::::
limitation

:::
can

:::
be

::::::::
overcome

::
in
:::::::

annular
:::::::
facilities

:::::
such

::
as

:::
the

::::::::::
Heidelberg

::::::
Air-Sea

::::::::::
Interaction

:::::::
Facility,

:::
the

:::::::::
Aeolotron.

::
It

:
is
::::
not

:::::::
required

::
to

:::::::
perform

::::::
perfect

::::::::::
replications

::
of

::::::
ocean

:::::::::
conditions.

::::
This

::::
will

:::
not

:::
be

:::::::
possible

::::::::
anyways.

::
It

::
is

:::
just

:::::::::
necessary

::
to

:::::::
describe

:::
the

:::::::
findings

::::
with

::::::::::::::
physically-based

::::::
models

::::
that

:::::
cover

:::
all

::::::::
important

::::::::::
mechanisms

::::
and

::::
then

::
to

:::::
adapt

:::
the

::::::::::
parameters

::
to45

::::::::
conditions

::
at
:::
the

:::::
ocean

:::::::
surface.

:

:::
One

::::
may

:::::
argue

::::
that

::::
large

::::::::
breaking

:::::
waves

::::::
cannot

::
be

:::::::::
simulated

:::::::::
adequately

::
in

:::::::::
wind-wave

:::::::
tunnels. However, even if the fetch

effect was larger at the open ocean, bubble-induced gas exchange would become significant only beyond a critical wind speed,

which is for sure larger than a calm 3.4ms�1.

::
the

:::::
basic

:::::::
physical

:::::::::::
mechanisms

:::::
seem

::
to

::
be

::::::::::
remarkably

::::::::::::::::
scale-independent.

:::
Air

::::::::::
entrainment

:::::
from

:::::::
breaking

::::::
waves

::
is

:
a
:::::
good50

:::::::
example

:::
for

::::
this. Su and Cartmill (1995) measured bubble distributions and void fractions in a 90 m long, 3.36 m deep and

3.66 m wide wave channel with large mechanically generated breaking waves using fresh water and artificial seawater. They

found an about tenfold larger bubble surface area in sea water than in fresh water, but no significant change in the void fraction,

which agrees well with our findings . This is a strong indication that the fundamental physical mechanisms for bubble-induced

gas exchange are not sensitive to the scales from rather short and shallow wind-wave tanks used in this study to longer and55

deeper wave tanks. Therefore, it is unlikely that the physical mechanisms are different in the ocean, and the transition solubility

↵
t

in the field is expected to be similar to ↵
t

measured in the lab. In seawater it is around 0.03, which results in a reduction of

bubble-induced gas transfer of carbon dioxide by a factor of more than 20 in comparison to the low-solubility limit k
c,600

, see

Eqns. 8, 9 and Fig. 4.5.3. Consequently, bubble-induced gas transfer is not significant for both carbon dioxide and DMS and

therefore cannot be the cause for the different gas transfer velocities reported in .
:
in
:::::
much

:::::::::
shallower

::::::::
facilities.

::
In

:
a
::::::::::
small-scale60

::::::
tipping

::::::
bucket

::::::::::
experiment, Carey et al. (1993)

::::::::
compared

::
air

:::::::::::
entrainment

::
in

:::::::
seawater

::::
and

::::
fresh

:::::
water

::::
and

:::::
found,

:::
as

::
we

::::
did

::
in

:::
our

::::::::::
experiments,

::::
that

:::
the

::::::
volume

::::
flux

::
of

:::
air

::::::::::
entrainment

::
is

:::::
about

::
the

:::::
same

:::
for

::::
both

:::::
water

:::::
types.

:

4.6 Comparison with field data at hurricane wind speeds

Comparison of oxygen gas transfer velocities inferred from the lab measurements presented in this paper with the field data

by , both Schmidt number scaled to k
600

.65

As a final step, Fig. 4.6 shows a comparison of our results with the only available field data set at hurricane wind speeds

. The oxygen gas transfer velocities were calculated according to Eq. 11 and the model equations are shown in App. ??. It

is interesting to see how close our wind-wave tank data are to the field data. This does not mean that the laboratory data can

simply be extrapolated to the field. This would physically not be correct and in addition, the uncertainties of the field data

are too large for such a statement. It does show, however, that wind-wave tank studies do not miss an essential mechanisms70

compared to ocean conditions.
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5 Conclusions and outlook

With multi-tracer gas exchange experiments in two high-speed wind-wave tanks it was possible to separate the mechanisms of

air-sea gas transfer into its different components.
:
,
:::::::
transfer

:::::
across

:::
the

::::
free

::::
water

:::::::
surface,

:::::::
transfer

:::::
across

::::::
closed

::::::
bubble

:::::::
surfaces

:::
and

::::::
transfer

:::::::::
associated

::::
with

:::
the

::::::
bubble

:::::::
volume

:::
flux

:::::::
density.

In the short-fetch tanks, a steep increase of the transfer velocity across the free surface was found beyond wind speeds of

33 m s�1 (friction velocity in water 5.8 cm s�1) increasing the transfer velocity corrected to a Schmidt number of 600 from5

110 cm h�1 to a maximum measured value of about 1600 cm h�1. This part of the gas transfer is the same in fresh water and

seawater.

It is obvious that a new regime is established at wind speeds beyond 33 m s�1, which is governed by the intense turbulent

mixing and permanent rapid disruption of the surface. The detailed mechanisms causing the steep increase of the gas transfer

velocity at high wind speeds are still unclear and require further investigations. Because this effect is clearly not caused by gas10

transfer through closed bubble surfaces, it can be explained as either significantly enhanced turbulence at the water surface, or

a significantly enlarged surface area for the exchange processes, or a combination of both. Many processes must be considered

at highest wind speeds, including the generation of steep small-scale surface waves, the fragmentation of wave crests where

the bag-breakup mechanism is dominant (Troitskaya et al., 2017), the effects of high-speed spray and spume droplets plunging

into the water surface again and the effects of bursting bubbles. The finding of the relatively low transfer velocity for He at the15

highest wind speed (Sec. 4.4) is a first indication that rapid surface fragmentation processes play an important role, but further

studies are required.
:
It
::::
can

::
be

::::::::
expected

::::
that

:::
this

::::
new

::::::
regime

::::
with

::
a
:::::
steep

:::::::
increase

::
of

:::
the

:::
gas

:::::::
transfer

:::::::
velocity

:::
for

:::
all

::::::
tracers

::::::::::
independent

::
of

::::::::
solubility

::::
exits

::::
with

:::
the

:::::
same

::::
type

::
of

::::::::::
mechanisms

::
at
::::
sea.

::::
This

::::::
regime

:::
has

::::
still

::
to

::
be

::::::::
explored

:
at
::::
sea.

:

In fresh water bubble-induced gas transfer does not play a significant role at all . Even at the highest wind speed and in the

high limit for low soluble gases it is just about 25of the gas transfer across the free water surface. In seawater
::::::::::::::
Bubble-mediated20

:::
gas

::::::
transfer

::::::
might

:::::
differ

:::::::
between

:::
the

:::
lab

::::::::::::
measurements

:::::::::
presented

::::
here

:::
and

::::
field

:::::::::::::
measurements,

:::::::
because

::
of

:::
the

:::::
wave

:::
age

:::
or

::::
fetch

:::::::::::
dependency.

::
As

::::
has

::::
been

::::::::
discussed

:::
in

:::::
detail

::
in

::::
Sec.

:::::
4.5.1,

:::
the

:::::
wave

:::
age

::::::::::
dependency

:::
of

:::::
air-sea

::::
gas

:::::::
transfer

:
is
::::

not
::::
well

:::::
known

::::
and

:::::::
urgently

:::::::
requires

:::::
more

:::::::
detailed

::::::::::::
investigations.

::::
Only

::::
then

::::
will

::
it

::
be

:::::::
possible

:::
to

:::::::
quantify

:::
the

:::::::
bubbles’

::::::::
influence

:::
on

:::::
air-sea

::::
gas

::::::::
exchange

::
in

:::
the

::::
field

::::
and,

:::::
more

::::::::::
specifically,

::
to
::::::

which
::::::
extend

::
an

:::::::::
important

:::::
tracer

::::
such

:::
as

::::::
carbon

::::::
dioxide

::::
will

:::
be

::::::::
influenced

:::
by

:
bubble-induced gas transfer is about an order of magnitude larger and becomes an important contribution for25

gases with low solubility. At the highest measured wind speed of 80ms�1 it is about 1.7 times larger than the gas transfer at the

free water surface. For moderately soluble gases such as the widely studied tracers carbon dioxide and DMS, bubble-induced

gas transferis still not a significant process because transition solubility ↵
t

from the surface-related to volume flux related gas

transfer was found to be at a quite low value of around 0.03. Therefore, DMS and carbon dioxide should show the same gas

exchange velocities at all
:
.
::
In

:::
the

:::::::::
laboratory

::::::::::
experiments

::::::::
reported

::::
here,

:::::::
bubbles

:::
did

::::
not

::::::::::
significantly

:::::::::
contribute

::
to

::::
CO

2::::
gas30

::::::
transfer

::::
even

::
at
:::
the

::::::
highest

:
wind speeds.

Bubble measurements in two additional facilities, especially in the annular Heidelberg Aeolotron, suggest that the steep

increase of bubble concentrations is likely shifted to lower wind speeds at infinite fetch. This means that the high wind speed
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regime could start at lower wind speeds for larger fetches. However, the effect cannot be too large because the short-fetch

wind-wave tank results agree surprisingly well with the only field data set at hurricane wind speeds by .35

In field experiments it remains very difficult to reveal the mechanisms of air-sea gas transfer because there are not enough

tracers available
::::::::::::
simultaneously to span the necessary wide range of tracer solubility and diffusivity . Systematic field studies

addressing the mechanisms are therefore hardly possible.
:::
and

::::::
because

:::::::::
systematic

:::::::
studies

:::::::
scanning

:::
all

:::::::
relevant

::::::::::::
environmental

::::::::
conditions

:::
are

::::
very

::::::::::
demanding

:::
and

:::::
time

:::::::::
consuming.

:
As this study has shown, systematic and well-designed wind-wave tank

experiments have more potential to reveal the mechanisms of the gas transfer processes. This opens also the opportunity to40

predict transfer velocities under field conditions.

However, the most serious limitation is the short fetch of the linear laboratory facilities. High
:::::::::
Especially

:::::
future

::::
high

:
wind

speed gas transfer studies in the annular Heidelberg Aeolotron with infinite fetch have the potential to close
:::::
narrow

:
the “fetch

gap“
:
”
:
between the laboratory and the field.

Data availability. All measured data reported and discussed in this paper will be published on the free and open digital archive zenodo45

within the small-scale air-sea interaction community, https://zenodo.org/communities/asi once this paper has been accepted for publication.

All third party data sets used are cited in the text.

6 Model equations

All u⇤,w in cms�1, all k in cmh�1.

k
s,600

for fresh water and seawater:50

k
s,600

=8.225�1u⇤,w600
�1/2

if0.75< u⇤,w < 5.80.214u3.52

⇤,w if5.8 u⇤,w < 13.

k
c,600

for seawater:

k
c,600

=0if0.75< u⇤,w < 5.84.01(u⇤,w � 5.8)2.20if5.8 u⇤,w < 13.

k
c,600

for fresh water:

k
c,600

=0if0.75< u⇤,w < 5.851.3(u⇤,w � 5.8)2.07if5.8 u⇤,w < 13.55

k
r

for fresh water and seawater:

k
r

=0if0.75< u⇤,w < 5.81.19(u⇤,w � 5.8)2.044if5.8 u⇤,w < 13.
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