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The marine status of the Baltic Sea is highly y@eand influenced by the forcirfigom
atmosphere and freshwater influx due to shallowgogphy and semi-enclosesktriction. As

a stable observatigource, the high-resolution SST from satelliteather important to

improve the ocean operational forecast to serv@#tigc industryneeds. The article of
“Assimilating High-resolution Sea Surface Temgtere Datdmproves the Ocean Forecast
in the Baltic Sea” use a localized Singuauolutivelnterpolation Kalman (SEIK) filter to
assimilate the OSISAF SST during one yea2@f0. Compared with dependent and
independent observations, #ealuation of thenodel runs with and without assimilating the
SST shows the SST modeling has biegproved clearly. This study is suitable for pahtion

in OS, but there are still sorsdvious defects like the experimental illugtatis not clear,

lack of conclusions analysis methods to inspire the readers.

We appreciate the referee for the good commentgjwveefinitely contributes to the

improvement of this study. Our responses are ia.blu
The main comments are listed as follow:

1) In this study, only to assimilate the OSISAF 3&1he Baltic sea. In fact, theage more

SST candidates with equivalent high-resolution &ITA (CMEMS) andRTG_SST_HR
(http://polar.ncep.noaa.gov/sst/rtg_high_res/)if @ssimilating one otwo additional SST
products, the related results will be more helprdasler to welunderstand about them. On the
other word, the special features about the OSISSF in the Baltic Sea have not been

highlighted at current, which looks not to suppbg study focused on it.

We thank the reviewer for this comment. We usedaB¢SAF in this study for a couple of

reasons. First, it is level 2 product and is rggtedirectly from the satellite, which means there



is no hind-analysis information included; Secoh& ®SISAF has a high resolution in the

Baltic Sea, which makes it more suitable for ougragional forecast system.
In the revised manuscript, we added a few sentenadarify:

“For operational forecast, the SST from OSISAFis tnost important dataset in the Baltic Sea
because it differs from hindcast analyzed prodiket OSTIA (Operational SST and Sea Ice
Analysis) data. As a level 2 product, the OSISAFT $fas both good temporal and spatial
coverage in the Baltic Sea. As there is no hindcéstmation included in the OSISAF SST, we

are able to assess direct impacts of assimilat8ig &servations”

2) Lines 163-165, this SST product from AVHRR isiable twice daily. It is not cledrow to
assimilate in the experiment. Thssimilation time window is daily? How talculate the

innovation, is it asynchronous?

In section 3.1, we mention “only the subskin SSmight, which is comparable to in situ (buoy)

measurement, is used ...".

In the revision, we clarified how to calculate theovation: “Further, we define a two-day
assimilation window in the assimilation experimeid.a result, the observations in the two
days before the assimilation time were used tautatie the innovation with observation
operator. When we calculated the innovation we elfsmged the observation error according to

the observation time by
e = 0.4 X exp(—0.15At)  (9),
hereAt is the absolute time difference between obsemdime and DA time.”

3) In the first paragraph of 3.1, the assimilat&I Bias been filtered by the qualiBut it is not
clear how to consider the sea ice. Do you usedhecg concentration @SISAF to mask the

SST product, and how to do?

We didn’t use the sea ice concentration of OSISAmask the SST product. By the quality
filter, we checked observation position, innovatietative to model result and the quality flag

provided by OSISAFIf the model is covered by sea ice, the SST afasien will be excluded.



4) The observation error for the OSISAF SST is ingod for this study, is it a constawit0.5
degree used? As a good consistence check, someodisgabout the assimilation stability like

Rodwell et al. (2016) is beneficial to understamel $ystem reliabilitynd the observation error.

Rodwell, M. J., Lang, S. T. K., Ingleby, B., Bormann, N., Hélm, E., Rabier, F.,
Richardson, D. S., and Yamaguchi, M.: Reliabilityensemble data assimilation, ) Roy.

Meteor. Soc., 142, 443454, doi:10.1002/qj.2663,620

We agree that consistency check and assimilatadilisy are important for operational forecast
systems with DA. We used a constant observatiar emilar to Rodwell et al. (2016) in this
study, but our DA design is different from that paprhe major difference between these two
studies is that we estimate the background erngaircance from stationary ensembles and avoid
the perturbation of observation error. Therefdne,diagnostic of the assimilation stability can
be directly obtained from the forecast error, like RMSE, in Fig.4, which shows comparable

bias and RMSE in the assimilation and free forecast

In the revision, we cited the Rodwell et al. (2046} discussed the assimilation stability in

section 6.
The corresponding text are added:

“Further, the reliability of the DA system is worlieing assessed. In Rodwell et al. (2006), a
perfect reliable system error variance for enseraBmilation was calculated by the sum of
the variance of the sample ensemble, the squarmo¥ation (misfit between observation and
model), the variance of observation at assimilatiome. In this study, we used a constant
observation error similar to Rodwell et al. (20b@cause our DA design is different from that
paper. The major difference between these two esudithat we estimate the background error
covariance from stationary ensembles and avoid pgheurbation of observation error.
Therefore, the variance of the sampled ensemble abségrvation is univariate and the
diagnostic of the assimilation stability can beedily obtained from the forecast error like the

RMSE in Fig.4.”



5) The IceMap has been used for ewmo as one independent SST observation.
It is not objective and only twice rfmne week. In fact, another surface ewat
temperature data set from SMHI collectbyg Ferry
(http://www.smhi.se/hfa_coord/BOOS/Ferrybox/BSNINBSNtemp.png) is more useful and

independent for this study.

We agree that Ferrybox data is a very good sowrcenddel evaluation. In this study, we aim to
evaluate the overall impact of OASIF SST producttenmodel forecast in the Baltic Sea. In

this sense, the IceMap data is more preferablediie spatial coverage and quality while the
Ferrybox data has limited spatial coverage. Atsthime time, we have also used the independent
in situ SHARK observations to verify the experimeggults. The Ferrybox data may

corroborate our conclusions but we think it is aafitical factor for our evaluation and

conclusions.

6) The two in situ observations at Arkona and BYdSuper case to show the impact of
assimilating SST only. It is valuable to do moredfic analysis by diagnosing dynamic
variables. Firstlyinvestigating the mixed layer depth in the two roas clearly showhe
mixing strength for Fig.5 and Fig.6. Secondly, tdp/salinity misfits in verticadan be

shown and mutual authentication with the SHARK ltssu

We thank the reviewer for this important commert.afidress the reviewer's comment, we
compared the mixed layer depth in the two runs.(Fign the revised manuscript. We also used
the SHARK data to examine the misfits of tempetmnd salinity at both inside and outside of

the Baltic Sea(Fig.9).
In section 5.2, we added

“The mixed layer depth (MLD) was calculated at #kikona and BY15 station and compared
with the SHARK observation in Fig. 7. We used temperature criterion to define the MLD,
i.e., the depth at which the temperature deviateoh fthe surface value by 0°%& (Fu et al.,
2012). Figure 7 shows that the MLD at Arkona hadda variability relative to the MLD at
BY15. The reason contributed to this feature i$ tha deeper water at Arkona is easy affected

by wind forcing because of the shallow bathymetmg avell mixing, whereas the temperature
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variation in upper water at BY15 difficulty influeas the deeper water because of the strong
stratification. Both runs had reproduced the MLaiability feature similar as the observations.
For example, the minimum MLD appeared in summerclvlwas about several meters. The
assimilation of satellite SST caused strong chamgeise MLD at both stations, especially in
winter. One explanation was that the Baltic Sea laegely affected by wind forcing and the
winter wind was much stronger than the summer wkakther, strong heating in summer

promoted stratification in summer and shoaled thé®M

7) Based on the current results, it indicates éti@isy looks no remarkable improvement.
However, the salinity peak in Sep 2010 at 7 m @areduced by assimilati@ven this model
run has an underestimation before. This evennisacase to explomghich factor contributes

that positive correction.

We appreciate the reviewer's comment, but it isitarattribute the improvement in September
2010 to a specific factor. There are a couple asoes for this: firstly, at the depth of 7 m, the
model salinity was strongly affected by the simiolaof advection, mixing and E-P flux. Bias

in any of these factors could contribute to thgdabias especially after mid-September. In other
words, any improvement of these factors also help@edrrect the salinity bias. Secondly, the
salinity at 7 m is generally decreased irrespeaiiviie model bias, suggesting that the method
is stable. Therefore, it is very likely that thepimvement is a cumulative effect of our data
assimilation, including the effect of the changgsikculation and mixing (shown in the mixed

layer depth in Fig. 7).

8) Fig8 shows the vertical impact for temp/salhis better to separate into two pdrteernal

and out of Baltic sea.

We separate the Bias and RMSE calculation in tlweregions now. The figure caption of Fig.

8 was changes as Fig. 9.
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Figure 9. The overall RMSE and bias of temperatupepanel) and salinity (down panel) from
FREE and ASSIM relative to observations as a fonotif water depth inside (b,d) and outside

(a,c) of the Baltic Sea.
The corresponding text are changed:

“Figure 9 shows the change of overall bias and RMSE/S with depth against the SHARK
dataset. In the Baltic Sea, DA had large impacthentemperature forecast in the water above
100 m. The RMSE showed that the forecast of tenperavas obviously improved from
surface to thermocline in the ASSIM and the improgats generally decreased with depth.
Above 100 m, the overall RMSE of temperature in AbSvas decreased by 21.38% (from
1.59 to 1.25°C). It was also found the temperature error hadlainvariability as the warm

biases in two runs. In the transition zone, the ENtSthe ASSIM was reduced by 5.59% and -



20.31% above and below 100 m relative to the FREESpectively. Below 90 m, the

temperature was also over-adjusted, which chanlgedvarm bias to cold bias. It is worth

noting that the number of the deeper water observat the transition zone is substantially less
than that in the Baltic Sea. For the salinity, bBIMSE and bias of the ASSIM showed very
minor changes relative to the FREE inside the B&ga. For the water above 100 m, the total
RMSE of salinity was increased by 3.48% (from 1w in the FREE to 1.19 psu in the
ASSIM) in the transition zone and 1.04% (from 08U in the FREE to 0.97 psu in the

ASSIM) in the Baltic Sea.”

9) The impact on SLA looks very small so | suggeptacing the related figure atable by a

short paragraph.

We thank your good comment. We removed the Tabledladded a Figure to show the

variation by DA.

“We calculated the RMSE and correlation coeffickefur both the FREE and ASSIM against
the observations from tide gauges (Fig. 10). Therall RMSE was reduced by 1.8% and the
correlation coefficients were slightly increasean@ng the stations, RMSE at the Oskarshamn
was decreased by 5.6%, which is larger than thathetr station. The minimum RMSE change
of SLA was seen at the Klagshamn. For the cormelatpefficient, improvement on the SLA by
the DA is very small. Simrishamn station showedlilggiest change of correlation coefficient,
which is 1.1%. The RMSE and correlation comparis@monstrated that the SST DA has

generally positive effects on the forecast of th&.3
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Figure 10. The improvement (%) of correlation cimééiht and RMSE for the SLA at 10 tide

gauges stations. The positions are shown in Fig. 8b

Further, we also replaced the old figure 9 by Féglt to show the bias variation after data

assimilation.
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Figure 11. The difference of SLA biases between INS&hd FREE against observations as a

function of time at four observing stations.



10) Fig. 10 shows an improvement by assimilatin@.38it the quantitatively comparison with
the OSISAF concentration in the time series isfaklp know the impact imifferent sea ice

seasons.

We added a new figure showing the comparison ofthtprmean sea ice concentration in

March and April and we also added the time seri¢lBesea ice extent (SIE).
In the manuscript, we revised the text as:

“In March, compared to observation, the FREE predulmw SIC in the western coast of the
Bothnian Sea, Gulf of Finland, Gulf of Riga and twnnect zone between the Bothnian Sea
and Gulf of Finland. However, the model SIC in tRREE was higher than IceMap in the
interior the Bothnian Bay. For instance, the SIGrFREE in the western Bothnian Sea was
40% higher than observation. In the south coaghefArkona basin and Baltic proper, the
FREE failed to reproduce the sea ice as in obdenvaiAfter the DA, the high SIC was
decreased in western Bothnian Sea and closer tinthaeMap in Bothnian Sea. In the Gulf of
Finland and Gulf of Riga, the SIC error was inceza@ the ASSIM. In April, the large SIC
error in the FREE was shown in the Bothnian Sea Bbthnian Bay, Gulf of Rig and Gulf of

Finland, where no clear improvements were seendASSIM.”

“The daily SIE from the FREE and ASSIM wasnpared with observations in Fig.13. The
observed SIE was generally increased from JanwaRebruary and reached the maximum in
mid-February. During the period of March-May, SlIEasvdecreased as temperature was
increasing. SIEs in both the FREE and ASSIM expenit® were generally underestimated by
comparison with the observation in 2010, especiglyhe period from Mid-March to early
April. The SIE bias in both runs was increased fidanuary to early April. In early April, the
maximum negative bias of SIE was found to be 10308bfor the ASSIM and 10000 Knfor
the FREE. The impact of SST assimilation on the \B#s positive during the phase of sea ice
formation. For example, the SIE bias was reduc@®@%nf at the end of February and in the
Mid-December. However, during the phase of searietting (March to April), SIE error was

increased in the ASSIM even with the error of S&trdased. For example, the SIE bias in the



ASSIM was increased by 42000 krelative to FREE in the early March. These incrdaSH

error in March mainly happened in the Gulf of Ragad Gulf of Finland (Fig.11).”
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Figure 13. The daily sea ice extent from FREE, AB8hd IceMap and the sea ice extent bias

(modelled minus observed field), respectively.

Other small issues:

1) Line 137, the operator of Li in Eq. 3 has nogtration.

We added the line for the operatoillustration.

2) Line 159, “OSISAF product” is it means more gah@roducts or only SST?

To clarify, we delete “ products are using in pitiothe European Meteorological satellites
METEOSAT and MetOp and also several American staslbperated by NOAA, DMSP and

NASA. Its”

3) Line 229, “model layer” replaced by “model |évkecause the model is not a layersddel.
It was corrected.

4) Line 233, the forgotten factor is constant, owtto be defined?

We add a sentence “ To define the forgetting fagane-month simulation experiment with
varying the factop was done in January 2010. At last, a fapter 0.3 resulted in the best

assimilation performance.” At the end of Section 4
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5) Line 257, the evolution of SST based on 48-holadal analysis. Does it mean all the SST

comparison afterward use the 48 hourly forecash filve model?

Yes, we use the 48-hour forecast SST in the allpawison with observation.

6) Fig 1, the text is hard to identify. It is bette show the rivers involved in the model.
The two stations of Arkona and BY15 can be showfign 1 (or Fig. 7).

We add the Neva River and the position of Arkoné BN 15 in Fig.1

7) Fig 6, the observed temperature at 70ooks missing at Nov 2014, especially
compared with other two depths or the salinity.

This temperature at 70 at BY15 station hasn't olzg@mn value at Nov 2010 in SHARK

database.

8) Line 289, the obvious improvement in the GulfFailand. However, based on the snapshot

of the observed SST distribution in Fig. 2 there @@ observations.

The OSISAF observation at a specific basin may issing like the Figure 2. Our Figure 3 is

based on annual averaged IceMap SST comparisdiilih 2

9) Line 278, “The model SST forecasts in both wirated summer (Fig2)”. It is n@brrected
to say SST forecast in Fig. 2 because they ordydhe analyzed fieldand the related

increments, which not supports this conclusion.

Thank you. We changed it to “the SST DA has imptothe simulated SST in both cases
(Fig.2)"
10) Line 311, “The temperatures differ by about2P%: between summer and wintés”

confused. Does it mean the seasonal variabiligbgervation?

We intended to show the seasonal variability. Simeenly done one-year simulation, we
delete the sentence “The temperatures differ bytati®-22°C between summer and winter.”

to avoid confusion.

11) Line 314, “The reason perhaps this kind of illustrations in this study regeisome proofs

like MLD diagnosing or others.
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We add the mixed layer depth analysis, which wiigort our conclusion.
12) Section 5.1, which mean ssh fields are usetidergauges and the model simulations?

Since the mean SSH fields may be different fronhexdber in the model and observation we do
the comparison of SLA in this study. We calculateslmean SSH by directly averaging the tide

gauges or model fields.
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