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Annual average wave power 
density along the East, Gulf, 
and West Coasts (EPRI 2011) 





Buoy Depth(m) Description Longitude Latitude

41002 3980 SOUTH HATTERAS - 225 NM South of Cape Hatteras -74.840 31.76

41004 38.4 EDISTO - 41 NM Southeast of Charleston, SC -79.099 32.501

41008 18.288 GRAYS REEF - 40 NM Southeast of Savannah, GA -80.868 31.4

41010 888 CANAVERAL EAST - 120NM East of Cape Canaveral -78.45 28.884

41013 23.5 Frying Pan Shoals, NC -77.743 33.436

41025 68.3 Diamond Shoals, NC -75.402 35.006

41047 5283 NE BAHAMAS - 350 NM ENE of Nassau, Bahamas -71.479 27.485

41048 5340 WEST BERMUDA - 240 NM West of Bermuda -69.590 31.86

44005 180.7 GULF OF MAINE - 78 NM East of Portsmouth, NH -69.128 43.201

44007 26.5 PORTLAND 12 NM Southeast of Portland, ME -70.141 43.525

44008 74.7 NANTUCKET 54NM Southeast of Nantucket -69.248 40.504

44009 43 DELAWARE BAY 26 NM Southeast of Cape May, NJ -74.703 38.461

44011 82.9 GEORGES BANK 170 NM East of Hyannis, MA -66.619 41.098

44013 64.5 BOSTON 16 NM East of Boston, MA -70.651 42.346

44017 52.4 MONTAUK POINT - 23 NM SSW of Montauk Point, NY -72.048 40.694

44018 217.3 CAPE COD - 24 NM East of Provincetown, MA -69.7 42.119

44025 40.8 LONG ISLAND - 30 NM South of Islip, NY -73.164 40.251

44027 178.6 Jonesport, ME - 20 NM SE of Jonesport, ME -67.307 44.287
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Open boundary



• 4,396,138  grid points
• 496 cores on the Sandia SkyBridge cluster~ 8700 node  for each core 
• Each month of  simulation took about 6 hours  



Parameter Symbol Examined values/Method Selected value/Method

Computational time 

step

3, 5, 10, 20, 30, 50 

minutes

10 min

Number of iterations Nit 1, 3, 5, 7, 10 1

Directional standard 

deviation

DSD 20, 30, 50, 70 30 degrees

Frequency spectral 

shape

JONSWAP:

, 3.3, 6, 7

Pierson-Moskowitz

3.3

Number of spectral 

frequencies

Nf 18, 24, 28, 32 28

Number of spectral 

directions

Nd 18, 25, 36, 48 25

• Several model parameters are site or scale specific
• Regional  wind and wave climate  may be important  



Komen-type  approaches (mean spectral parameters)

Komen(1984) and Janssen(1991)
Saturated-based  approach
Van der Westhuysen(2007)

Whitecapping dissipation and the associated parameters were used

accounts for dissipation by turbulence and short-wave-long-wave interaction

Janssen(1991)   =2.7     =0.9      

Three 1-month time periods were used for model calibration / measured waves at 18 NDBC buoys 
different whitecapping formulations and different sets of  parameters  were examined 



Model performance metrics IEC parameters

Significant wave height

Energy period

Omnidirectiona wave power

Spectral width

Direction of  max power

Directionally  coefficient

i,j : number of  spectral frequencies and directions, respectivelyM: measurement       P: model prediction

3-year verification from 2007 to 2009

: spectral moments



a)

c) d)

e) f)

b)
Station 44025

Off the New York Harbor

Station 44025



Parameter Type of statistics RMSE SI Bias R

Hs(m)

Mean 0.39 0.28 0.11 0.88

Max 0.51 0.44 0.24 0.95

Min 0.29 0.19 0.01 0.78

Te(s)

Mean 1.15 0.18 0.58 0.75

Max 1.61 0.26 0.98 0.88

Min 0.75 0.10 0.30 0.59

J(kw/m)

Mean 10.51 1.05 2.06 0.83

Max 17.71 1.75 4.54 0.93

Min 4.70 0.68 0.04 0.73

(-)

Mean 0.08 0.25 0.02 0.47

Max 0.13 0.36 0.03 0.65

Min 0.05 0.17 0.00 0.22

Mean 42.36 N/A 4.37 0.59

Max 47.57 N/A 10.55 0.70

Min 39.50 N/A 0.29 0.33

(-)  

Mean 0.16 0.22 0.10 0.32

Max 0.22 0.30 0.19 0.77

Min 0.09 0.12 0.02 0.04

Buoy Parameter RMSE SI Bias R

41013

Hs(m) 0.31 0.24 0.13 0.91

Te(s) 0.92 0.15 0.45 0.79

(-) 6.44 0.82 2.12 0.90

J(kw/m) 0.07 0.20 -0.01 0.59

39.50 N/A 2.77 0.68

(-) 0.14 0.19 0.07 0.37

41048 Hs(m) 0.38 0.20 0.14 0.93

Te(s) 0.78 0.11 0.35 0.87

(-) 14.94 0.85 3.53 0.88

J(kw/m) 0.05 0.17 -0.02 0.65

39.63 N/A 0.92 0.70

(-) 0.09 0.13 0.02 0.77

44018 Hs(m) 0.46 0.31 0.01 0.86

Te(s) 1.13 0.17 -0.32 0.68

(-) 11.07 0.98 -1.10 0.80

J(kw/m) 0.09 0.27 0.03 0.45

47.57 N/A -3.20 0.55

(-) 0.17 0.25 0.10 0.27

44025 Hs(m) 0.40 0.30 0.15 0.87

Te(s) 1.12 0.17 0.42 0.73

(-) 10.11 1.25 2.15 0.77

J(kw/m) 0.10 0.28 -0.03 0.44

43.81 N/A -0.29 0.58

(-) 0.19 0.26 0.11 0.11

Model performance metrics at selected stations Summary of  metrics for all 18 stations



NDBC 44025- Off  the NY Harbor
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July 2009

Hurricane Ophelia- September 2005

Simulated wave heights 
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This paper presents a test bed study conducted to evaluate best practices in wave modeling to charac-
terize energy resources. The model test bed off the central Oregon Coast was selected because of the high
wave energy and available measured data at the site. Two third-generation spectral wave models, SWAN
and WWIII, were evaluated. A four-level nested-grid approachdfrom global to test bed scaledwas
employed. Model skills were assessed using a set of model performance metrics based on comparison of
six simulated wave resource parameters and observations from a wave buoy inside the test bed. Both
WWIII and SWAN performed well at the test bed site and exhibited similar modeling skills. The ST4
physics package with WWIII, which represents better physics for wave growth and dissipation, out-
performed ST2 physics and improved wave power density and significant wave height predictions.
However, ST4 physics tended to over-predict the wave energy period. The newly developed ST6 physics
did not improve the overall model skill for predicting the six wave resource parameters. Sensitivity
analysis using different wave frequencies and direction resolutions indicated the model results were not
sensitive to spectral resolutions at the test bed site, likely due to the absence of complex bathymetric and
geometric features.

© 2016 Published by Elsevier Ltd.
1. Introduction

The recently published International Electrotechnical Commis-
sion Technical Specification (IEC TS) provides a standardized
methodology for consistent and accurate wave resource assess-
ment and characterization [1]. The methodology relies primarily on
spectral wave model hindcasts for deriving recommended wave
energy resource parameters. It also includes best modeling prac-
tices that depend on the desired class of wave resource character-
ization and assessment, including model selection, period of
simulation, open boundary conditions, grid resolution, forcing
(spatial and temporal) resolution, and model validation.

Although buoy observations can provide realistic directional
wave spectra data for accurate resource assessment at a particular
site, they are often constrained by spatial and temporal distribu-
tions. Existing buoy stations may not be close enough to the study
.

t al., A wave model test bed
16.12.057
site to be representative of the wave climate; or they may have an
insufficient period of record to accurately characterize the wave
climate statistics. Long-term measurement records are especially
important for characterizing extreme sea states, as well as normal
sea states when inter-period climate oscillations occur on the order
of a few years or decades [2e6]. A minimum 10 years of record is
often recommended for characterizing normal sea states, and 20
years for extreme sea states [1]. However, it is rare to find buoy
observations that are representative of the wave climate at the
study site and have periods of records greater than 10 years. Model
hindcasts of the wave climate, therefore, offer an attractive alter-
native for characterizing wave energy resources [7e14].

Even if a wave model captures all of the key physics (e.g., wave
generation, growth and dissipation, nonlinear interactions), accu-
rate wave modeling still highly depends on model configurations
such as source term selection and spectral resolutions, specification
of forcing inputs, model grid resolutions, proper model calibration,
and validation. When selecting models for wave resource charac-
terization it is important to understand the key processes affecting
wave dynamics near the shore where wave energy conversion
study for wave energy resource characterization, Renewable Energy
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devices are expected to be deployed. The most popular third-
generation phase-averaged spectral models include the Wave Ac-
tion Model (WAM) [15], Simulating WAve Nearshore (SWAN) [16],
WAVEWATCH III® (WWIII) [17], TOMAWAC [18], and MIKE-21
Spectral Wave models (MIKE-21 SW) [19].

The overall goal of this study was to establish a wave model test
bed to benchmark, test, and evaluate modeling methodologies and
model skills for predicting the wave energy resource parameters
recommended by IEC TS. The following sections review current
wave modeling best practices, third-generation wave models, and
evaluate model capability in predicting normal and extreme sea
states, and recommend future research to improve wave modeling
for resource characterization.

2. Methods

This section describes the model test bed site, the selection of
wave models, and model setup, which includes data inquiries and
processing, grid generation, specification of open-boundary con-
ditions, and input configurations.

2.1. Model domain e test bed

The model test bed for wave resource characterization was
selected primarily based on its meeting three criteria: 1) high wave
energy resource site with potential for future wave energy con-
verter development, 2) availability of long-term and high-quality
wave measurement data, and 3) existing information from previ-
ous studies. The Oregon Coast is among the highest wave energy
regions along the U.S. coasts, based on the U.S. nationwide wave
resource assessment conducted by the Electric Power Research
Institute [20]. Therefore, a wave modeling test bed was selected
near the central Oregon Coast, approximately centered offshore
from Newport, Oregon (Fig. 1). The test bed site covers an area of
44.45� e 45� N and 124.75� e 124� W (61,105 m � 59,401 m) and
has annual average wave power densities that range between 35
and 50 kW/m [20]. The test bed site also includes Tier 1 wave en-
ergy converter test sites, such as the active North Energy Test Site
(NETS) managed by the Pacific Marine Energy Center [10]. An
operational real-time wave buoy (46050) owned and maintained
by the National Oceanic and Atmospheric Administration’s
(NOAA’s) National Data Buoy Center (NDBC) is located inside the
test bed (Fig. 1). The NDBC Buoy 46050 is a 3-m discus meteoro-
logical ocean platform moored at a deep water depth of 137.2 m.
The buoy station has been collecting standard meteorological data,
including wind speed and direction, gust speed, air temperature,
sea surface temperature since 1991, and high-quality wave spectral
data since 2008.

There are some previous studies along the Oregon Coast with
areas inside or overlapped with the test bed site. An initial effort
was made to characterize the wave energy resource of the US Pa-
cific Northwest by Lenee-Bluhm et al. [21] using archived spectral
records from ten wave measurement buoys operated and main-
tained by NDBC and the Coastal Data Information Program (CDIP).
García-Medina et al. [9,22] conducted a wave resource assessment
along the Pacific Northwest coast using WWIII and SWAN models
with a nested-grid approach. Model results from the 7-year hind-
cast with a 30 arc-second grid resolution were used to evaluate the
temporal and spatial variability and trends of wave resource in the
Pacific Northwest coast. Dallman and Neary [10] used historical
data from buoy NDBC 46050 inside the test bed to present repre-
sentative spectra and predict extreme sea states. Different from
previous studies, the present study focuses on establishing a wave
model test bed to evaluate approaches and wave models for
simulating wave resource parameters recommended by IEC TS.
Please cite this article in press as: Z. Yang, et al., A wave model test bed
(2017), http://dx.doi.org/10.1016/j.renene.2016.12.057
2.2. Wave models

A wide range of numerical models exist for simulating surface
wave dynamics based on different physical assumptions and nu-
merical frameworks. Wave models can be divided into two major
categories based on different governing equations in time and
frequency domains: 1) phase-resolving models and 2) phase-
averaged models. Phase-resolving models are based on funda-
mental wave equations that involve rigorous approximations.
Evolution of the sea state over time is simulated using a model grid
resolution much smaller than the wavelength and fine model time
step, which typically requires huge computational resources. In
addition, some of the phase-resolving models, such as Boussinesq
type models, are only applicable in the simulation of waves for
shallow water. Therefore, phase-resolving models are impractical
for hindcasts for long-term simulations (multiple years) and rela-
tively largemodel domains (dimension>10 km). In contrast, phase-
averaged models provide a statistical description of the wave
conditions in spatial and temporal domains by solving the phase-
averaged wave energy action balance equation, and they compute
the distribution of wave energy in the frequency and direction
domain and its evolution over time. Therefore, use of phase-
averaged wave models is the most practical approach for charac-
terizing wave resources.

Since the 1990s, third-generation wave models explicitly ac-
count for all the relevant physics for the development of ocean
waves in two dimensions. WAM, WWIII SWAN, TOMWAC and
MIKE-21 SM are the five most popular third-generation models
that have been widely validated in many applications around the
world. The present study focused on evaluation of structured-grid
wave models. Among the aforementioned five third-generation
wave models, TOMWAC and MIKE-21 SM are unstructured-grid
models and will not be considered in the present study. WAM is
very similar to WWIII and the main difference is the numerical
schemes. Therefore only SWAN [16,23] andWWIII [24e26], the two
most widely used third-generation, phase-averaged wave models,
were evaluated in this study. Both SWAN and WWIII have been
used to simulate wave climate and resource characterization
around the world [9,10,13,14,20,27e32]. One of the fundamental
differences between WWIII and SWAN is the numerical scheme
used to solve the spectral wave action balance equation. WWIII
uses explicit numerical schemes, so the model time steps are
constrained by the CouranteFriedrichseLewy (CFL) stability
criteria. SWAN uses implicit schemes, which allows much larger
time steps for high computational efficiency.

WWIII was developed and is maintained by NOAA’s National
Centers for Environmental Prediction (NCEP) [17,25,33], as part of
the marine operational forecast system. The current version of
WWIII (version 4.18) consists of a collection of physics packages,
including curvilinear grids, structured and unstructured-grids, ef-
fects of sea ice, and various wind-wave interaction and dissipation
packages, such as the source term 2 (ST2), ST4, and ST6 physics
package options [34e37]. The ST2 physics package was developed
by Tolman and Chalikov [37] based on previously developed input
and nonlinear interaction source terms and a new dissipation
source term for low and high frequencies. The ST4 physics package
consists of new parameterizations for spectral dissipation of wind-
generated waves based on known properties of swell dissipation
and wave breaking statistics that are consistent with observations
[34]. The ST6 physics package, or the so-called BYDRZ (abbreviation
for Babanin-Young-Donelan-Rogers-Zieger) source term, imple-
ments observation-based physics for wind input source term and
sink terms due to negative wind input, whitecapping dissipation
and wave-turbulence interactions [17,38].

In contrast to WWIII, SWAN solves the action balance equation
study for wave energy resource characterization, Renewable Energy



Fig. 1. Study domain and nested grids for a wave modeling test bed for resource characterization on the coast of central Oregon, USA.
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using implicit numerical schemes, so it is more computationally
efficient for simulatingwave climate in high-resolutionmodel grids
[16]. SWAN models nearshore wave dynamics that include
nonlinear wave interactions, refraction and shoaling due to ba-
thymetry or ambient currents, and whitecapping and depth-
induced breaking. In addition, SWAN can solve the steady form of
Please cite this article in press as: Z. Yang, et al., A wave model test bed
(2017), http://dx.doi.org/10.1016/j.renene.2016.12.057
the action balance equation by running in the stationary mode,
which greatly reduces computational requirements and run times.
This option is generally applicable when the model domain has a
dimension of approximately less than 100 km [16]. As a result,
SWAN is the most commonly used model for wave resource char-
acterization in the nearshore regions [10,22,29e32,39].
study for wave energy resource characterization, Renewable Energy
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2.3. Model setup

A nested-grid approach was employed for this study. Four
different levels of rectangular grids were considered. The level 1
(L1) grid is the global grid with a spatial resolution of 0.5� in both
the longitudinal and latitudinal directions. The global model
domain (L1) covers most of the globe from latitude 77.5� S to 77.5�

N. The level 2 (L2) grid, which is nested into the global grid, covers
theWest Coast continental shelf (120� Wto 128� W) from Southern
California at 35� N to Vancouver Island, British Columbia, at 50� N.
The level 3 (L3) grid centers on the Oregon Coast and is nested
inside the L2 grid from 43.6� to 45.9�N and 125.6� to 123.8�W. The
test bed level 4 (L4) grid is nested inside the L3 grid from 44.45� to
45�N and 124.75� to 124�W. The nested-grid scaling ratio (the ratio
of the coarse-grid resolution to the fine-grid resolution) is set to a
value of approximately five to six to maintain a smooth transition
between model results along the nested-grid boundaries. The L2
and L3 grid resolutions are 6 arc-minutes and 1 arc-minute,
respectively. The test bed (L4) grid resolution is 12 arc-seconds in
the longitudinal direction and 10 arc-seconds in the latitudinal
direction, which approximately corresponds to 265m by 308m and
follows recommendations of the IEC TS [1]. The L3 grid provides
open-boundary conditions for the high-resolution test bed model.
In this study, estuaries and coastal bays along the coast were not
considered and therefore they are not represented in the model
grids. The model domains for the L4 to L2 nested grids are shown in
Fig. 1. The domain coordinates (in latitude and longitude), spatial
resolution (grid dimensions), and grid size (number of grid points)
for all four model grids are summarized in Table 1.

Model grid and bathymetry files for the global wave model were
obtained directly from NOAA’s Environmental Modeling Center,
Marine Modeling and Analysis Branch. The model bathymetry for
the nested L2 to L4 grid was interpolated from NOAA’s 3 arc-second
(~90 m) Coastal Relief Model for the inner-shelf region, and NOAA’s
1 arc-minute ETOPO1 Global Relief Model for the outer-shelf region
and deep ocean. The resolution of the Coastal Relief Model data set
is sufficient for the inner-shelf region because the local model grid
resolution is ~300 m. The eastern Pacific Ocean coast has a narrow
continental shelf and a deep outer-shelf basin. The model ba-
thymetry for the test bed domain (L4) was further interpolated
from NOAA’s high-resolution (1/3 arc-second) tsunami bathymetry
data. The average water depth for the test bed model domain is
165 m, and the maximumwater depth is approximately 600 m. The
distribution of model bathymetry for the test bed L4 grid is shown
in Fig. 2.

Surface wind forcing is one of the most important factors for
simulating wave generation and propagation from the outer con-
tinental shelf to the inner shelf; therefore, it is critical for all three
classes (reconnaissance, feasibility and design) of wave resource
characterization and assessment [1]. In this study, wind speed and
direction were obtained from the Climate Forecast System Rean-
alysis (CFSR), which is a coupled atmosphere-ocean-land surface-
sea ice system developed by NOAA’s NCEP [40,41]. The CFSR data
cover the entire global domain at a 1-h temporal resolution and a
0.5-degree spatial resolution for a 32-year period from January
1979 toMarch 2011. Fig. 3 shows themonthly-averaged global CFSR
Table 1
Summary of nested WWIII model grids for the wave model test bed.

Grid name Coverage

Global Grid L1 77�Se77�N
Nested Grid L2 35�e50�N; 128�e120�W
Nested Grid L3 43.6�e45.9�N; 125.6�e123.8�W
Test Bed Grid L4 44.45�e45�N; 124.75�e124�W

Please cite this article in press as: Z. Yang, et al., A wave model test bed
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wind distributions in July and November 2009. A distinct seasonal
pattern observed in Fig. 3 is that wind in the northern hemisphere
is stronger in November (winter) than in July (summer), while
opposite conditions exist in the southern hemisphere because July
and November correspond respectively to winter and summer
there. Sea-ice data required for the global model were also obtained
from CFSR data sets. Sea-ice data have the same spatial and tem-
poral resolutions as the wind data.

A full-year simulation allows for an evaluation of the seasonal
effects on wave resource parameters. Directional spectral data at
NDBC Buoy 46050 are available starting on March 5, 2008. Wave
data from NDBC Buoy 46050 show strong seasonal variations of
significant wave height in 2009; a series of storms occurred in
winter, and relatively calm seas occurred during summer. Calendar
year 2009 was selected as the model simulation period based on
the availability and completeness of wind forcing data and met-
ocean data for model validation at NDBC Buoy 46050. WWIII was
started from 12/1/2008 to allow sufficient spin-up time.

Although tidal currents can be strong along the West Coast,
especially in estuaries and bays along the Pacific Northwest coast,
wave-current interaction induced by tides or ocean currents was
not the focus of the study reported here. The IEC TS [1] on Wave
Resource Characterization recommends including ocean current
data in wave models only if depth-averaged current speeds exceed
1.5 m/s. In general, this is unlikely for points of investigation during
normal sea states because the model test bed is not close to any
estuaries or bays with strong currents.

3. Results and discussion

3.1. Baseline simulation

A baseline simulation was first conducted using WWIII with the
ST2 physics package and SWAN in stationary mode as well as non-
stationarymode (SWAN-NS). The growth and dissipation in the ST2
physics are based on the physics by Tolman and Chalikov [37]. Both
WWIII and SWANused default settings only; i.e., neither model was
calibrated by tuning model parameters. The baseline simulation
used 29 frequency bins with a minimum frequency of 0.035 Hz and
a logarithmic increment factor of 1.1, which gives the maximum
frequency of 0.505 Hz. In the directional domain, 24 direction bins
were specified with a resolution of 15�. The spectral resolution
meets the minimum requirements specified by IEC TS [1]; i.e., a
minimum of 25 frequency components and 24 to 48 directional
components, and a frequency range covering at least 0.04e0.5 Hz.

To the extent possible, the source term models for SWAN were
selected to agree with those in WWIII. Common source/sink terms
include those for linear wave growth by Cavaleri and Rizzoli [42],
exponential wave growth by Janssen [43,44], dissipation due to
bottom friction (JONSWAP [Joint North Sea Wave Project]), depth-
induced breaking by Battjes and Janssen [45], and nonlinear
wave-wave of quadruplets by Hasselmann et al. [46]. The formu-
lations for the whitecapping and turbulent boundary layer dissi-
pation are different in SWAN and WWIII (ST2). SWAN models
dissipation due to whitecapping using the formulation by Komen
et al. (1984), while WWIII (ST2) uses the turbulent boundary layer
Resolution (long., lat.) Cell number

0.5� � 0.5� (30’ � 300) 223,920
0.1� � 0.1� (6’ � 60) 12,231
1’ � 10 15,151
12“ � 10” (265 m � 308 m) 44,974

study for wave energy resource characterization, Renewable Energy



Fig. 2. Bathymetry of the test bed off central Oregon Coast. Red circle indicates the buoy location of NDBC 46050. NETS ¼ North Energy Test Site. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Global wind distribution from the Climate Forecast System Reanalysis system at
0.5� resolution for July 2, 2009 (a) and November 7, 2009 (b).

Table 2
Model run time steps for WWIII (L1eL4 grids) and SWAN (L4 grid).

WWIII Nested Grid Dtg (s) Dtxy (s) Dtk (s) Dts (s)

Global Grid L1 3600 480 1800 30
Nested Grid L2 600 240 300 15
Nested Grid L3 100 45 50 15
Test Bed Grid L4 20 8 10 15
SWAN Grid Dtxy (s)
Test Bed Grid L4 60
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dissipation model described by Tolman and Chalikov [37]. As noted
by Tolman et al. [17], “The wind-wave growth and dissipation are
separate, but interrelated processes, because the balance of these
two source terms governs the integral growth characteristics of the
wave model.” Several combinations of these basic source terms are
Please cite this article in press as: Z. Yang, et al., A wave model test bed
(2017), http://dx.doi.org/10.1016/j.renene.2016.12.057
available in the different physics packages of WWIII, as described
by Tolman et al. [17].

Both WWIII and SWAN employ source terms needed for the
‘design class resource assessment’ (highest resolution) in the IEC TS
[1], including terms for linear and exponential wind growth, and
dissipation terms that simulate whitecapping, quadruplet wave
interaction, wave breaking, and bottom friction. Default parameter
settings for these source term models were used in all of the sim-
ulations presented herein.

Due to different numerical schemes used in WWIII and SWAN,
themodel run time steps are also very different. WWIII uses a time-
splitting approach with four different time steps, including the
global time step Dtg, the spatial propagation time step Dtxy, the
intra-spectral propagation time step Dtk, and the source term time
step Dts [17]. The important time step that controls model stability
is the CFL time step Dtxy for spatial propagation for the specific
model grid resolution. The computational time step in SWAN is not
restricted by CFL stability criteria, because of an implicit scheme
used in the model, and one global time step is used for the model
run. The time steps used in WWIII and SWAN simulations for all of
the grids are shown in Table 2. Clearly, the model run time for
WWIII is constrained by the small spatial propagation time step
Dtxy of 8 s for the test bed (L4 grid). In this study, a time step of 60 s
study for wave energy resource characterization, Renewable Energy
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was used for the SWAN simulations for the test bed domain.
A year-long simulation with the nested-grid WWIII model was

conducted to generate wave resource parameters for the test bed.
Wave spectral data along the open boundary of the L4 grid were
also outputted at hourly intervals to drive the SWAN simulation for
the test bed. Fig. 4 shows the global distributions of monthly-
averaged significant wave height in July and November 2009.
High significant wave heights are shown in the Southern Ocean
during July (Fig. 4a) and in the Eastern Pacific Ocean and Atlantic
Ocean (Fig. 4b) during November, which correspond to the seasonal
distribution patterns of wind field (Fig. 3). The monthly-averaged
significant wave heights in the West Coast region show a smooth
transition of the wave field across the nested-grid boundaries from
global scale to test bed local scale (Fig. 5a and b), thereby demon-
strating the successful implementation of the nested-grid
approach. Significant wave heights in July in the Pacific North-
west coastal region are generally much smaller than those
observed in November.

The IEC TS [1] recommends six parameters for characterizing
the wave energy resource, which were used in recent studies
analyzing the wave resource off the U.S. Pacific Northwest coast
[9,10,21]. These six parameters are omnidirectional wave power
Jomni, significant wave height Hm0, energy period Te, spectral width
20, direction of maximum directionally resolved wave power q,
and the directionality coefficient d. The formulations of these six
wave resource parameters are given in IEC TS [1], and repeated in
Ref. [10]. The six IEC TS wave resource parameters were calculated
based on model outputs from the baseline simulations using the
WWIII ST2 physics package and SWAN. Here, only model results
from WWIII are presented and compared to those calculated from
buoy measurements, because the results from SWAN are similar to
those fromWWIII (Fig. 6). Overall, model results match the data for
all six parameters quite well. Omnidirectional power, significant
wave height, and energy period show strong seasonal variations.
Because winds are strong in the winter and weak in the summer,
omnidirectional wave power and significant wave height are large
in the winter and small in the summer. The wave energy period
tends to be longer as a result of the large swell caused by high wind
Fig. 4. Global distributions of monthly-averaged significant wave height simulated by
WWIII for July 2009 (a) and November 2009 (b).
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in the winter. In contrast, the wave energy period becomes shorter
in the summer because of calm sea states and low winds.

Scatter plots of the six wave resource parameters are presented
in Fig. 7. In general, model results for wave power and significant
wave height become more scattered and less accurate under large
wave conditions (Fig. 7a and b). Simulated wave energy periods do
not show strong heteroscedasticity, as do wave power Jomini and
significant wave height Hs; rather they tend to be slightly over-
predicted in comparison to observed data (Fig. 7c). Wave energy
period changes from approximately 5 s during summer to as high
as 15 s during winter. The spectral width generally varies between
0.2 and 0.6, with low spreading of wave energy during winter and
high spreading in the summer (Fig. 7d). The wave direction of
maximum directionally resolved wave power is typically in the
range of 215�e315�, indicating that waves propagate dominantly
from the west direction (Fig. 7e). The directional coefficient is very
scattered and tends to overpredict most of the time during the year
(Fig. 7f). The larger values of the directional coefficient in thewinter
indicate low directional spreading.

3.2. Model skills

To evaluate the performance of the model in predicting the six
wave resource parameters, four statistics were computed to
quantify the discrepancies between the simulated results and
observed data: the root-mean-square-error, model bias, scatter
index, and linear correlation coefficient. The root-mean-square-
error (RMSE), is defined as

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1ðPi �MiÞ2
N

s

where N is the number of observations, Mi is the measured value,
and Pi is the predicted value.

RMSE represents the sample standard deviation of the differ-
ences between predicted values and measured values. Model bias,
which represents the average difference between the predicted and
measured value, is defined as

Bias ¼ 1
N

XN
i¼1

ðPi �MiÞ;

The scatter index (SI) is the RMSE normalized by the average of
all measured values over the value of comparison:

SI ¼ RMSE

M
;

where the overbar indicates the mean of the measured values. The
linear correlation coefficient (R) is a measure of the strength of the
linear relationship between the predicted and measured values,
and is defined as

R ¼
PN

i¼1
�
Mi �M

��
Pi � P

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�PN

i¼1
�
Mi �M

�2��PN
i¼1

�
Pi � P

�2�r

The model performance metrics for each of the six IEC TS pa-
rameters are shown in Table 3 for the baseline WWIII simulation
with the ST2 physics package and for the SWAN and SWAN-NS
simulations with WWIII outputs as open-boundary conditions.
Note that no scatter index (SI) values were provided for direction of
maximum directionally resolved wave power q in Table 3 because
the discontinuity from 360 to 0� for the mean angle in the SI
equation may give misleading results. The values of these model
study for wave energy resource characterization, Renewable Energy



Fig. 5. Distributions of monthly-averaged significant wave height simulated by WWIII in the US West Coast region for July 2009 (a) and November 2009 (b).

Fig. 6. Comparisons of the six IEC observed and modeled parameters at Buoy 46050
for the WWIII baseline condition.
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performance metrics for all three model runs are very similar,
indicating the model skills for WWIII, SWAN, and SWAN-NS are
about the same at the test bed site. The error statistics for the
baseline model runs are similar to those in other previous studies
conducted in the region [9,22], indicating that all three models
performed well and the model results are in good agreement with
observations at NDBC Buoy 46050. In particular, the RMSEs for Jomni,
Hs, and Te are about 20.0 (kW/m), 0.42e0.45 m, and below 1 s,
respectively. The linear correlation coefficients for Jomni, Hs, and Te
are all above 0.9. However, it is noticeable that the correlation co-
efficients of modeled and measured spectral width20, direction of
maximum directionally resolved wave power q, and the direc-
tionality coefficient d are relatively low. The low correlation of20 is
because it is a function of higher order moment of variance spec-
trum. Therefore it is much more difficult to simulate spectral width
20. The low correlations of modeled and measured q and d are
generally due to the high uncertainty in both modeled and
measured wave direction [9,12,21]. The standard accuracy required
for wave direction measurement of NDBC buoys is only up to 10�

[47]. Large bias in measured direction of maximum directionally
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resolved wave power was seen in Fig. 6, especially in June and
December. Therefore, it is important to consider effects of the
complexity of wave resource parameters and the uncertainty of
measured data when evaluating the model skills for wave resource
characterization and assessment.

3.3. Sensitivity analysis

One main difference between the WWIII and SWAN models’
source term configurations is the different treatment of wave
growth and dissipation. The recent development of new physical
packages in WWIII, such as ST4 and ST6 physics, has improved
model prediction for different growth and dissipation processes,
including swell dissipation [17,24,34,38,48]. Sensitivity analysis
was conducted to evaluate the effects of the ST4 and ST6 physics
package on wave climate.

In the WWIII ST4 physics package, the swell dissipation is esti-
mated based on global satellite Synthetic Aperture Radar data and a
combination of a viscous and turbulent boundary layer [24]. In the
ST4 sensitivity run, the ST4 physics package was turned on in all
four WWIII nested grids. However, model configurations for the
SWAN-ST4 run remained the same as the baseline stationary run
except that open-boundary conditions were specified with outputs
from the WWIII-ST4 simulation along the boundary grid points of
the L4 domain.

To evaluate the performance of the ST4 physics package in
comparison to the baseline simulations with the ST2 physics
package, the four error statistics for the six IEC TS wave resources
were calculated based on the ST4 WWIII and SWAN simulations
and are shown in Table 4. Compared to model performance metrics
with the ST2 physics package (Table 3), simulations using WWIII
and SWAN with the ST4 physics package show better model skills
for predicting wave power Jomni and significant wave height Hs.
Improvement in model accuracy forWWIII-ST4 is clearly seen to be
greater than that for SWAN-ST4. This is simply because the ST4
physics package was activated in all four domains for the WWIII-
ST4 simulation, while the SWAN-ST4 simulation was only forced
withWWIII-ST4 outputs along the L4 domain boundary. The model
skills using ST4 for predicting wave energy period Te, however,
were worse than those using ST2. The RMSEs for energy period
were increased by about 25%, from below 1 s to greater than 1.2 s.
Error statistics for the other three resource parameters (20, q and
dq) are about the same for the ST2 and ST4 physics packages
study for wave energy resource characterization, Renewable Energy



Fig. 7. Scatter plots of the six IEC observed and modeled wave resource parameters using the WWIII model with the ST2 physics package. The red line is the linear regression. The
black dash line represents the locus of where predicted and observed values are the same. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

Z. Yang et al. / Renewable Energy xxx (2017) 1e138
(Tables 3 and 4).
A sensitivity run with WWIII using ST6 physics was also con-

ducted. Error statistics for model simulation with WWIII ST6 was
calculated and given in Table 4. Clearly, the ST6 physics did not
improve the overall model skills for simulating the six IEC TS wave
resources parameters compared to the baseline simulation with
ST2 physics. Similar to ST4 physics, ST6 predicted better omnidi-
rectional wave power than ST2. However, error statistics with ST6
Please cite this article in press as: Z. Yang, et al., A wave model test bed
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physics for other parameters were slightly worse than those with
ST2 and ST4 physics.

To further evaluate the differences in the performance of the ST2
and ST4 physics packages, comparisons of significant wave heights
between observed data and modeled results using the ST2 and ST4
physics packages are plotted for July and November 2009, repre-
senting the summer and winter conditions, respectively (Fig. 8). In
July when the sea state was calm, the differences between ST2 and
study for wave energy resource characterization, Renewable Energy



Table 3
Performance metrics for baseline simulations.

Parameter Model RMSE SI Bias R

J (kW/m) WWIII 20.0 0.64 6.1 0.91
SWAN 20.0 0.63 6.5 0.91
SWAN-NS 19.0 0.62 6.3 0.91

Hs (m) WWIII 0.42 0.19 0.16 0.94
SWAN 0.45 0.20 0.19 0.94
SWAN-NS 0.44 0.20 0.18 0.94

Te (s) WWIII 0.98 0.11 0.50 0.90
SWAN 0.96 0.11 0.51 0.91
SWAN-NS 0.95 0.11 0.52 0.91

ε0 (�) WWIII 0.07 0.20 0.01 0.68
SWAN 0.07 0.20 0.00 0.71
SWAN-NS 0.06 0.19 0.00 0.72

q (degrees) WWIII 22.87 n/a �6.87 0.74
SWAN 22.62 n/a �6.65 0.74
SWAN-NS 22.24 n/a �6.62 0.75

dq (�) WWIII 0.10 0.13 0.05 0.48
SWAN 0.10 0.12 0.04 0.55
SWAN-NS 0.10 0.12 0.04 0.55

Table 4
Performance metrics for sensitivity runs with the ST4 and ST6 physics package.

Parameter Model RMSE SI Bias R

J (kW/m) SWAN-ST4 17.12 0.55 3.20 0.91
WWIII-ST4 16 0.51 2.0 0.92
WWIII-ST6 16 0.52 �1.5 0.91

Hs (m) SWAN-ST4 0.43 0.19 0.07 0.93
WWIII-ST4 0.38 0.17 0.01 0.94
WWIII-ST6 0.43 0.19 �0.11 0.93

Te (s) SWAN-ST4 1.20 0.13 0.79 0.89
WWIII-ST4 1.23 0.14 0.86 0.90
WWIII-ST6 1.35 0.15 0.88 0.85

ε0 (�) SWAN-ST4 0.07 0.21 0.01 0.67
WWIII-ST4 0.07 0.20 0.01 0.65
WWIII-ST6 0.08 0.25 0.02 0.53

q (degrees) SWAN-ST4 23.08 n/a �7.33 0.73
WWIII-ST4 23.44 n/a �7.62 0.73
WWIII-ST6 29.64 n/a �12.49 0.57

dq (�) SWAN-ST4 0.10 0.12 0.04 0.51
WWIII-ST4 0.10 0.13 0.05 0.54
WWIII-ST6 0.11 0.14 0.03 0.28
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ST4 results were small. However, in November, when large swells
were present, using the ST4 physics package improved the model
skill in predicting the peak wave height and timing of large waves,
because of the better ST4 representation of peak frequency.
Monthly distributions of RMSEs for Jomni and Hs with ST2 and ST4
physics are shown in Fig. 9. Seasonal variations in RMSEs for Jomni

and Hs are evident; low RMSE values occurred in the summer and
high values in the winter. The RMSEs with ST4 simulations are
similar to those with ST2 simulations in the summer, but smaller in
the winter, indicating that the ST4 physics package performs better
at simulating swell growth and dissipation. Cumulative frequency
distributions of significant wave heights calculated based on ob-
servations and modeled results using the ST2 and ST4 physics
packages are presented in Fig. 10. Again, the cumulative frequency
distribution when using ST4 is significantly better than ST2 in
comparison to field observations, especially for significant wave
heights greater than 1.5 m, which once again indicates ST4 physics
is better at simulating large waves than ST2 physics.

To better understand the effect of ST4 physics on simulating
wave climate in the frequency and directional domain, two-
dimensional wave energy spectra were calculated based on ob-
servations and model results using ST2 and ST4 physics for July 15,
2009 (Fig. 11) and November 22, 2009 (Fig. 12), respectively.
Although at a broader scale distribution patterns of wave energy
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spectra with ST2 and ST4 physics are consistent with observations,
dominant energy propagates from the northwest in July and from
the southwest in November, and ST4 physics showed overall better
performance in producing the wave energy spectra. ST4 physics
predicted dominant spectra in the direction ranging from 300 to
350� (Fig. 11b) in July, which is similar to the observation in the
range from 300 to 360� (Fig. 11c), while ST2 physics predicted the
wave spectra in a narrower range from 315 to 340� (Fig. 11a). ST2
physics also overpredicted the peak frequency at 0.21 Hz, while ST4
and observations both showed a peak frequency below 0.2 Hz.
Similarly, ST4 showed greater skill in predicting the direction range
of peak spectra and the peak magnitude in comparison to obser-
vations in November (Fig. 12).

Although the configurations of frequency and direction resolu-
tion specified in the baseline simulations met the minimum
requirement recommended in the IEC TS [1], higher spectral reso-
lution, both in frequency and direction, generally has the potential
to improve model prediction of energy advection from swell over
long distances. In particular, complex geometry and bathymetry in
shallow-water regions will alter the frequency-directional charac-
teristic of incoming waves. However, increasing the spectral reso-
lution in frequency and direction will also proportionally increase
the computational time. Therefore, it is useful to assess the balance
of model prediction accuracy versus computational cost.

Sensitivity model runs were conducted using the WWIII model
by varying the number of frequency and direction bins to evaluate
the effect of frequency and direction resolutions on the accuracy of
wave prediction. The number of frequency bins was increased from
29 to 50; with a 1.07 logarithmic increment factor and a minimum
frequency of 0.035 Hz, the maximum frequency is nearly 1 Hz at
0.96 Hz. The number of directional bins was increased from 24 (15-
degree resolution) to 36 (10-degree resolution).

A time-series comparison of the predicted significant wave
height fromWWIII and SWANmodels with finer spectral resolution
results from the baseline model, and observations at NDBC Buoy
46050 show that increasing the spectral resolution provides no
improvement in WWIII and SWAN model skill. Model insensitivity
to spectral resolution in this study was likely due to the large water
depth (128 m) and the absence of any bathymetric or geometric
features at the point of comparison (NDBC Buoy 46050). However,
wave models may be sensitive to spectral resolutions at other lo-
cations that have complex geometry features and shallow-water
depths.

3.4. Computation efficiency

One of the common challenges in modeling is the significant
computational resources needed to perform model simulations of
wave climates at a high resolution. Because the WWIII and SWAN
models use very different numerical schemes, their requirements
for computational platforms and simulation times are also
different. The SWAN simulation requirements assume 16-core CPU
platforms, which are widely available at a reasonable cost. SWAN
simulations in the present study were performed using 16-core
RHEL 6.4 Linux-based operating system platforms with Intel Xeon
E7-4880 processors rated at 2.5 GHz clock speeds, with 37.5 MB of
L3 Cache, and 1 TB of RAM. TheWWIII simulations were performed
using 8 nodes on a supercomputer consisting of 692 nodes. Each
node is dual socket with 16 cores per socket and an AMD Interlagos
processor running at 2.1 GHz with 64 GB of 1600 MHz memory per
node (2 GB/socket).

Table 5 provides a summary of the computational times for
WWIII and SWAN in both stationary and non-stationary modes.
These results indicate that the computation time requirement for
WWIII is significantly greater than it is for SWAN in stationary
study for wave energy resource characterization, Renewable Energy



Fig. 8. Comparisons of the observed and modeled significant wave heights at Buoy 46050 using the WWIII ST2 and ST4 physics packages for July (a) and November (b) 2009.

Fig. 9. Monthly RMSEs of omnidirectional Jomni (a) and significant wave height Hs (b) of WWIII simulations with ST2 and ST4 physics at Buoy 46050.
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mode, although WWIII runs included all four-nested grids. Even
performing runs on a cluster using 256 cores, it took more than 5
days to complete a 1-year simulation using WWIII. In contrast,
SWAN, in stationary mode, took less than 2 days to complete a 1-
year simulation on a 16-core CPU platform, which shows great ef-
ficiency over WWIII. CPU hours increased significantly, nearly 19
times, when modeling the unsteady-state term in the action bal-
ance equation using the non-stationary mode of SWAN. As ex-
pected, a significant increase in CPU hours was observed when
increasing the spectral resolution, proportional to the ratio of in-
crease in resolution.
Please cite this article in press as: Z. Yang, et al., A wave model test bed
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4. Summary and conclusions

A wave model test bed off the central Oregon Coast was estab-
lished to evaluate the performance of third-generation, phase-
averaged spectral wave models and different modeling approaches
for simulating the six wave energy resource parameters recom-
mended by IEC TS [1]. The overarching goal of the test bed study
was to provide industry with guidance for model selection and
modeling best practices, depending on thewave site conditions and
desired class of wave resource assessment. This paper presents the
results from the initial effort of the test bed study to evaluate two of
the most widely used third-generation spectral models, WWIII and
study for wave energy resource characterization, Renewable Energy



Fig. 10. Cumulative frequency distributions of significant wave heights derived from
observations and WWIII simulations at Buoy 46050.

Table 5
Summary of WWIII and SWAN computational times for the baseline simulation.

Model Run Description Clock Time Total CPU-hour

WWIIIb Baseline 5.1 days 31,488
SWAN-Sa Baseline, Stationary 1.9 days 731
SWAN-NSa Baseline, Non-stationary 35.3 days 13,572

a Model run time on a 16-core CPU platform.
b Model run time on a cluster using 256 cores (8 nodes with 32-core per node).
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SWAN, and the nested-grid modeling approach that uses a
structured-grid framework.

A nested structured-grid approach, with three levels of outer
grids, was employed to provide open-boundary conditions for the
test bed domain (L4). The three outer grids included the global
domain as the outermost grid (L1), the Pacific Northwest coastal
region as the second-level outer grid (L2) nestedwithin L1 grid, and
the central Oregon Coast as the third outer grid (L3) nested within
L2 grid. For WWIII simulations, all four-level models were two-way
nesting and run at the same time. The SWANmodel for the test bed
domain was driven by WWIII outputs from the L3 domain (one-
way nesting). The four-level nested-grid modeling framework, us-
ing NOAA’sWWIII global model as the lowest-levelmodel, provides
an accurate and efficient approach that is suitable for the feasibility
class resource assessment at a spatial resolution of ~300 m.
Fig. 11. Distributions of 2D wave energy spectra computed using WWIII with S

Fig. 12. Distributions of 2D wave energy spectra computed from WWIII with ST2
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Model performance was evaluated using standard performance
metrics based on a comparison of predictions of six IEC wave
resource parameters derived by model hindcasts to those derived
from buoy measurements. Comparisons of baseline model results
derived from WWIII and SWAN to observed data for the six IEC
parameters indicate good agreement between model simulations
and buoy measurements. Differences between WWIII and SWAN
predictions at the NDBC Buoy 46050 location were negligible.
Better representations of growth and dissipation using ST4 physics
in the WWIII model generally improved model performance.
Notably, model skill for predicting omnidirectional wave power
density and significant wave height for large waves, which are
important for wave resource assessment, was significantly
improved with ST4 physics. In contrast, model skill for predicting
energy period was slightly reducedwith the ST4 physics. Sensitivity
analysis with WWIII ST6 physics indicated that the ST6 physics did
not improve the model performance in predicting the six IEC TS
wave resource parameters at the test bed site. Therefore, use of ST4
physics is recommended for wave resource assessment, even if the
WWIII model is used to provide open-boundary conditions.

Sensitivity analysis also indicated that increasing the spectral
resolution in both frequency and direction domains provided no
improvement in WWIII or SWAN model skills, suggesting that in
the area with relatively smooth bathymetry and coastlines, spectral
resolution with 29 frequency bins and 24 directional bins may be
sufficient. However, this insensitivity was likely due to the large
water depth (128 m) at the point of comparison and the absence of
any complex bathymetric or geometric features in the vicinity.
T2 physics (a), ST4 physics (b), and observation data (c) on July 15, 2009.

physics (a), ST4 physics (b) and observation data (c) on November 22, 2009.
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Fig. 13. Comparison of observed and CFSR-predicted winds at NDBC buoy station 46002 (a), 46050 (b), and 46027 (c).
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One of the most important factors that affect model accuracy is
surface wind forcing, particularly for large wave prediction. The
PNW coast is dominated by strong winds and swells in the winter
months, as shown in Fig. 5. However, CFSR winds are generally
underpredicted in the winter, which is likely the cause of under-
estimate of the swell peaks (Fig. 8). Fig. 13 shows the comparison of
observed and CFSR-predicted winds at NDBC 46002 in the deep
open ocean at a water depth of 3,368 m, NBDC 46050 at the inner
shelf (also in the test bed) at 128 m, and station 46027 in the
nearshore at a shallow-water depth of 46 m (see locations in Fig. 1).
Clearly, the accuracy of CFSR-predicted wind speed decreases
gradually as the locations become close to the shore. CFSR wind
speed prediction matches observations the best at NDBC 46002,
with a RMSE of 1.31 (m/s) and linear correlation coefficient R of
0.93. The RMSE and R are 1.81 (m/s) and 0.88 for NDBC 46050, and
2.89 (m/s) and 0.77 for NDBC 46027, respectively. Therefore,
improvement in wind prediction capability, especially in the
nearshore region, is important for wave resource characterization
[49,50]. The present study was limited to evaluation of a
structured-grid model skill at a deep offshore site in a northwest
wave climate with default model settings. Future studies should
include the evaluation of model performance in shallow-water
environments, unstructured-grid models, and potential improve-
ment in model predictions of wave energy periods for large waves.
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