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Abstract. The determination of salinity by means of eleafriconductivity relies on stable salt proportionsttie North
Atlantic Ocean, as standard seawater, which isimed|for salinometer calibration, is produced tlfiena. To verify the long-
term stability of the standard seawater composiitomas proposed to perform measurements of #resrd seawater density,
as it is sensitive to all salt components. Thugssidg measurements can detect any change in thpagition of seawater. A
conversion of the density values to salinity carpbgformed by means of a density—salinity relatibm.use such a relation
with a target uncertainty in salinity comparablethat in salinity obtained from conductivity measments, a density
measurement with an uncertainty of 2 & i|a mandatory. In this article, a new density—sglirelation is presented based on
such accurate density measurements. The undedybstitution measurement method is described, tyecmirections for
uniform isotopic and chemical compositions are riguh and the density—salinity relation is preséniéhe comparison of
densities calculated using the new relation withséh calculated using the present reference eqsatibstate TEOS-10
suggests that the density accuracy of TEOS-10 édlsaw that of EOS-80) has been overestimatedieaadcuracy of some of
its underlying density measurements had been aumeed. The new density—salinity relation may Isedito verify the

stable composition of standard seawater by mearsutihe density measurements.

1 Introduction

For almost 40 years, the salirfigf seawater has been indirectly determined by medrlectrical conductivity. Since the
absolute conductivity cannot be measured as a@yras$ required for precise salinity measuremedstf et al., 2010), the
conductivity has been measured relative to thataridard seawafethe conversion to salinity is carried out by meahthe
(relative) conductivity—salinity relation PSS-7®@TS, 1981a and b). In practice, this is achiewechltibrating salinometers
and conductivity-temperature-depth devices usimgdard seawater, which is diluted to obtain thedaootivity of the
potassium chloride standard (Culkin, 1986; Bacoal.e2007) used as conductivity reference. An nd@@nal prerequisite
for the comparability of salinity measurements olegrg periods is, therefore, that the salt proposiin standard seawater
are stable. Unfortunately, this cannot be guarahtae standard seawater is of natural origin.

Recently, the long-term comparability of salinityeasurement results was discussed, with two maiitieleties being
elaborated (Pawlowicz et al., 2016): a lack ofegdiility to a long-term stable and ubiquitous refee like the International

System of Units S| and chemical composition valigds in standard seawater. These variabilitiesli&ely to increase in the

3 ‘Salinity’ refers strictly to practical salinitynless there is an exact specification.
4 Standard seawater recognized by the Internatiésegdciation for the Physical Sciences of the Oc¢#&RSO) prepared from seawater
of the Northern Atlantic Ocean.
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coming decades, due especially to the absorptiocadion dioxide into the ocean resulting from acglation in the
atmosphere (Millero, 2007). Both of these deficieae@ntail a risk of inconsistent long-term sajinialues. To remedy the
deficiencies, Seitz et al. (2011) proposed to parfooutine measurements of the standard seawatsitgeln practice, this
would be achieved by determining the salinity standard seawater batch not only by conductivitgsueement but also by
density measurement; the conversion to salinibarsied out in this second approach by means ehaiti—salinity relation.
Since the salinity obtained from density is sewmsito all components of the standard seawateraagghin its composition
would lead to an inconsistency of the “densityrsgff and the “KCI salinity”.

To obtain a reliable statement about the consigtefiche density salinity and the KCI salinity, thbave to be compared
against the background of their uncertainties. rEpeoducibility of the KCI salinity is 0.0004 (Batet al., 2007). However,
this reproducibility is only valid for the time @freparation (Seitz et al., 2010), as, during steragass container material
dissolves in the seawater, which is mainly siliog@e. Poisson, 1978; Higgs and Ridout, 2011; Uxkktlal., 2011). The
uncertainty in the “conductivity salinity” obtaindyy means of a salinometer is at least 0.0022 (eariyi2011), and requires
freshly prepared standard seawater for calibrafibe.corresponding values in terms of density @eg1? (for 0.0004) und
1.8 g m® (for 0.0022). The present reference equation aesTEOS-10 (IOC et al., 2010) summarizes the raostirate
density measurements obtained from standard seasaatducted by Millero et al. (1976) and by Poissbal. (1980). TEOS-
10, which implicitly contains a density—salinityation of standard seawater, predicts the densttyan estimated uncertainty
of at least 8 g n? (Feistel, 2008), which is significantly higher th&a.8 g m®, but reflecting the measurement uncertainty in
seawater density at that time.

In this article, a new density—salinity relationgeesented, whereby the salinity can be determimednheans of density
measurement with an accuracy of up to 0.003 fanitak up to 35, temperatures between 5 °C antiC3&nd atmospheric
pressure, which is similar to the accuracy achidwedalinometers. The density was determined byguie substitution
method developed by Schmidt et al. (2016). Becalusevater-isotopic and salt-chemical compositiasswell as the air
saturation, of the seawater samples changed dprégaration, storage and measurement, correctieres applied to specify
the seawater density for uniform conditions; theserections are of the same order of magnitudehasnieasurement
uncertainty and are therefore essential for higlusy. The corrected density values were usedieldp a density—salinity
relation. The comparison of densities calculatedriaans of the new relation with those calculatedngans of TEOS-10
suggests that TEOS-10 predicts densities signifigamo high by up to 15 g M. The deviations increase systematically with
salinity. A plausible explanation was found in thesign of the flotation densimeter (Millero, 19@@at Millero et al. (1976)
used for their measurements obtained from starskadater.

The new density—salinity relation may be used t@léy verify the stable composition of standaréwater by means of
routine density measurements. On the one handgtieemination of salinity by means of conductivityetroactively ensured

in case of consistency; on the other hand, in ohseonsistency, a need for action is demonstrated
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2 Density measurements

Determining salinity by means of conductivity me@sunent is supported by the relations of PSS-7&1&welop the density—
salinity relation in such a way that it is consigteith PSS-78, the density measurements have tbtaéned from seawater
whose salinity determination is consistent with $aénity determination of the seawater used tcetigyPSS-78. In addition
to the consistency of salinity determination, tbewaacy of the density measurement is decisive ridre accurate the density
measurement is, the more accurately the salinitybeadetermined (by means of the density—salieiigtion). To achieve an
accuracy in the density salinity that is equahi@t in the conductivity salinity, a density uncertaof 2 g m3is required. To
this end, substitution measurement with a vibratirge densimeter relative to a water referencebwsh proposed (Wolf,
2008) before a substitution method specificallydeawater was developed and validated (Schmidl, &04.6).

In this section, the preparation of the seawateasueed and the determination of its salinity arecdbed. The consistency
of the salinities determined in the present, whisdre used to develop the density—salinity relatioith the salinities
determined in 1978, which were used to develop P&Ss discussed. The substitution method andpparatus used for the
density measurement are briefly outlined, as theyehalready been described in detail by Schmidt.eEhe uncertainty in
density is discussed with regard to the uncertaintgalinity obtained from a density measuremert #re subsequent

calculation by means of the density—salinity reladi

2.1 Substitution method

In a substitution method, a sample (= seawatet) ait unknown density and a similar, well known refiee (= water) are
measured (ideally, at the same time) using the sa@asurement device (= densimeter). Deviationsdmteasurement results
caused, for example, by a drift or a temperatusgatien can be corrected, as they cause similaceffon seawater and on
water. As a result, the measured densities of deawad water have similar deviations from thaietvalue. The difference

equation for calculation of the corrected dengionf the measurements obtained from seawater ared isat

sw HO _  sw H,0
Psubs — Pref = Pmes ™ Pmes (1)

H2O

where pS¥ and p,,2; are the measured seawater and water densitiesphdand szo

et are the corrected seawater

(substitution) density and the well-known watererefice density. If the absolute seawater densitieisrmined from a

H2O

substitution measurement (by calculatii,— p22 + pH2©

i ), the result includes the uncertainty in the watference

density. By contrast, if the seawater density iedato water is determined (by calculatipgl.— p,THéS), the reference

uncertainty is not included.

The water reference density was calculated usiagtiuation of state developed by Wagner and PIQ@®J2A description
of the calculation is given in Appendix A. The nefece density uncertainty is 1 ghfior atmospheric pressure, 10 grfor
pressures up to 10 MPa, and 304 for up to 100 MPa. The uncertainty in a correctedwater density resulting from a
substitution measurement mainly depends on theriaicty in the water reference density, but alsotlwa similarity of
seawater and water in terms of their relevant tlo@hngsical properties, as well as on the stability Bnear characteristics of
the densimeter used. It should be noted that trealtity is regularly checked in measurements oareete liquids with
densities between 700 kgfrand 1600 kg n¥; furthermore, the linearity was particularly valtdd in the seawater density
range by means of comparison measurements agamglrastatic weighing apparatus for both the deegténs used for

atmospheric and high pressure; details have beem gy Schmidt et al. (2016).
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2.2 Materials
2.2.1 Reference water

The water used as the reference liquid in the Bubeh measurements was prepared using tap waier Braunschweig,
Germany. It was purified using a reverse osmosiduiey an ion exchanger, and a 0.2 um-filter. Itstpwas checked by
measuring the water conductivity at the outlet oé filter; the conductivity at 20 °C to 25 °C walsvays lower than
0.1 uS cmt. The water was degassed by boiling it for halthaor under minimum power. Immediately afterwardisyas
poured into borosilicate vessels that were sealedhot state. This water was used for measuremeststhe course of one
week. The reference water-air saturation was 20itVbam uncertainty of 10 %. The isotopic abundarmafedeuterium and of
oxygen-18 against Vienna Standard Mean Ocean Water —59 %0 and —8.5 %.. The abundances were meabkafed: and
after degassing and no significant differences wietend. Details that have been given by Schmidtlet(2016) are

complemented by the digital supplement to thiscketi

2.2.2 Seawater

All seawater samples were obtained from Ocean Bfiteimternational Ltd. (OSIL), Havant, UK, whicilso determined the
salinity values. Samples with salinities of 10, 80¢d 35 were taken from batches 10L13, 30L15, dx8P

Additionally, diluted seawater with salinities af B, 20, and 25 was studied. These seawater lsat@re prepared using the
same procedure as that used for the standard katdtiesalinities 10 and 30: First, a large amaafratural seawater (as
used for the preparation of standard seawater)dilated with water until its salinity was approxitaly equal to the target
salinity. The raw salinity was determined using adified 8400B Autosal salinometer (Bacon et al.020 Then, for
calibration, a set of five samples per salinity whtained by means of weight dilution of standaaveater (from batch P154
with a salinity of 34.9962). The balance used hagaalability of 0.1 mg and was calibrated usingglvestandards traceable
to the National Physical Laboratory, Teddington, (B Childs, personal communication, 2017). Theng#sl was again
determined by the Autosal salinometer, on the @ hand by means of the weights of the standadater and the water
used for dilution on the other hand. The deviatiousd between the salinometer salinities and thight-calculated salinities
were used as calibration offsets for the raw d#giiof the diluted seawater.

The salinity homogeneity and calibration measurdmgielded the values and corresponding standavihtitens given in
Table 1. The uncertainty in the salinity of stantlaeawater was adopted from Bacon et al. (2007. urttertainty in the
salinity of diluted seawater includes the standdediations of homogeneity and calibration measurgsmeas well as the
uncertainty in the salinity of standard seawatdre Bystematic uncertainty contributions of weighargd refilling are
negligible compared to the standard deviations. Urfeertainty in the salinity of dilute samples i6@6, which corresponds

to a density uncertainty of 0.5 g

2.3 Apparatus

Vibrating-tube densimeters (VTDs) were used forsitgrmeasurements performed using the substitutiethod. The core
of such a densimeter is a U-shaped tube thatesl fim place on both ends. This tube is filled vtitl liquid to be measured
and then forced to oscillate; the resulting ostidlaperiod is a measure of the liquid density.c8ithe vibrating tube can be
easily accessed from the outside, liquids canlleelfin and changed quickly. This feature, togethigh short-term stability,
is necessary for the application of the substitutieethod. Since the seawater sample and wateenefeicannot be measured

simultaneously, stability is important for the diiwa of the alternating measurements. Under theeditions, the drift of the

4
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densimeter can be quantified using the deviatioos fthe reference density (of water) to correctsheple density (of
seawater).

The set-up used for the density measurements atsatraric pressure is outlined in Fig. 1a. It cosgsia fully automated
filling system, a VTD and a peristaltic pump. Tliérfg system was created specifically for smallirfig volumes to allow
more repetitions in the substitution measurements fa limited sample amount. To this end, a seqrehbumid air bubbles
is used to rinse the previous liquid out of the sugig cell. The bubbles of humid air are insentgd the sample filling tubes
using the V2 and V3 valves in addition to the Viveao switch between the seawater sample and #terweference. The
VTD used for the measurements is a DMA 5000M (Araiar GmbH, Graz, Austria). The peristaltic pumgdu® move the
liquids is installed behind the VTD to avoid anyeiraction of the peristaltic tube material with Hsawater or the water before
the measurement.

The set-up used for density measurements at higgspres is illustrated in Fig. 1b. It uses an efjllialg system to fill the
water and seawater like the set-up used for atnaw&ppressure. In addition to the filling systetre ¥ TD, and the peristaltic
pump, a pressurization part is installed betwee VD and the peristaltic pump. In this part, wiretbe pressure is generated
and measured, is a syringe pump filled with oiptevent corrosion of the pressure sensors. Thiasismits the pressure
generated in the syringe pump directly to the waddrout using a pressure transmitter. A long tigiastalled between both
parts (VTD and pressurization part) to avoid dikunsof oil into the measurement cell of the VTD. @wressure sensors (P1
up to 14 MPa and P2 up to 70 MPa) are used toaserthe accuracy of the pressure measurementffEatsmf these sensors
at atmospheric pressure are corrected by the vghired with the atmospheric pressure manometerdefich measurement.
The VTD used for the measurements at high presssir@®MA HP (Anton Paar GmbH, Graz, Austria). Distéhat have
been given by Schmidt et al. (2016) are complentebyethe digital supplement to this article.

The substitution measurements at atmospheric preesggere performed at a constant temperature. Therwaad seawater
were filled and measured in alternation. The wdtansities measured were thus compared with theerafe density; the
deviations found were used to correct the seawagasurements.

The procedure for high pressures is similar to tis&d for atmospheric pressure; however, the liguitbt replaced during a
high pressure run at a constant temperature. hstee liquid is replaced after decreasing the qunesback to atmospheric

conditions.

2.4 Substitution densities

The seawater density was measured in the temperednge of 5 °C to 35 °C. The densities were cteteto integer
temperatures in °C and either to 101325 Pa ortemér pressures in bar, if the substitution densiég determined for high
pressures. The measured absolute seawater dersitiesuncertainties of 2 gtfor atmospheric pressure, 14 g°nfor
pressures up to 10 MPa, and 34§ for pressures up to 65 MPa. If stated relativevéter, the seawater densities for high
pressures have significantly smaller uncertainieshey do not include the water reference uniogyta’ he measured relative
densities have uncertainties of 6 ¢*mp to 14 g ™ mainly depending on salinity.

Since the salinity uncertainty, which is 0.5 g*rim terms of density, is significant compared te ttensity measurement
uncertainty for atmospheric pressure, it has tedmsidered in the development of the density—gsli@lation. This had

already been done at this point by adding the isalimcertainty to the density measurement unaertai
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2.5 Comparability of salinity

For determining salinity by means of conductivithe PSS-78 relations were developed based on fiasets, which
comprise conductivity measurements obtained frotagsbum chloride solutions and from standard seavetiutions with
salinities of 2 to 42. Standard seawater obtainech batch P79 was used to define the referencea posalinity 35. To this
end, the mass fraction of the potassium chloridietism which has the same conductivity as standaaivater (with salinity
35) was determined. These measurements were rdgoyt€ulkin and Smith (1980), Dauphinee et al. (3@8and Poisson
(1980a). Standard seawater obtained from the batefid, P75, and P79 was used to determine the civiuof (diluted
and concentrated standard seawater with) saligit@&srelative to (seawater with) a salinity of 35.€5e measurements were
reported by Bradshaw and Schleicher (1980), Dagghiet al. (1980b) and Poisson (1980b). For weighilegy precise
balances were used, e.g. a Mettler M5 GD with aipi@n of 1 pg for the potassium chloride or a MetB5 C1000 with a
precision of 0.1 mg for the solutions. The five aksts were used by Perkin and Lewis (1980) to tredcoefficients of
empirical correlations between salinity and (rekticonductivity that set PSS-78. The standardatievis of these fits are
0.0007 for atmospheric pressure and 0.0015 for pighsures and correspond to uncertainties of 8.80d 0.003 (Le Menn,
2011).

Both the salinities of the samples used to devtdepconductivity—salinity relation PSS-78 and thérities of the samples
used to develop the density—salinity relation wibres determined by weighing measurements. If diogeldbetween density
and conductivity is set using both relations, tbeth (relation) uncertainties have be taken intwoaat. It should be noted
that the density—conductivity relation is only dalif standard seawater is consistent in its coitipos Conversely, this
relation can therefore be used to check the stdrsksawater composition.

The uncertainty in a salinity determined by meansoaductivity measurement that is supported by-P8% (in a best-case
scenario) 0.0022 using a laboratory salinometerta@@34 using a conductivity-temperature-depth ceyie Menn, 2011).
These uncertainties are 2 g%and 3 g i7¥ in terms of density. The accuracy of the seawggaasities for atmospheric pressure
fulfils these criteria, both in absolute terms aalhtive to the water reference. In the high-pressange, it is currently not
possible to achieve a comparable accuracy in atesdénsity using the substitution method and amwaference, as here, the
uncertainty in the water reference density is t@hhThis can be circumvented by stating the seawdgnsity relative to
water.

Since the aim of developing the density—salinitiatien was to determine the salinity by measuriegsity with higher
accuracy than by measuring conductivityehative density—salinity relatiomas developed instead of ahsolute density—
salinity relation The accuracy of a salinity that is determinedn®asuring density at high pressure and subseqalentation
using the (relative) density—salinity relation ei$ comparable to the salinity accuracy of conditgttemperature-depth

devices.

5 All publications cited here were also reprintegetter (JPOTS, 1981b).
6
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3 Density corrections

Standard seawater is prepared using natural seatakém from the North Atlantic Ocean. To adjust tequired salinity, the
natural seawater is diluted with water preparedgigroundwater taken from the British mainlandrsithe groundwater is
isotopically depleted, the isotopic water compositof the natural seawater changes during diluthdter preparation, the
seawater is poured into borosilicate glass vedseldelivery; these vessels are not completelytingainst seawater. Since
the seawater was stored in these vessels untidléhsity measurements were made, glass materiablisaslved into the
seawater, changing the chemical composition by maioreasing the dissolved silicate.

For the substitution measurements, the seawatertakas directly from these vessels and pumped tiltosubstitution
densimeter, where the temperature is altered; sirceeawater was air-saturated at 20 °C in theelebefore being pumped
into the densimeter, the air saturation changedn@asurements at other temperatures. Since the tsgadensity is
significantly affected by these changes compardideoneasurement uncertainty of 2 g*nit is necessary to apply corrections
to uniform isotopic water and chemical compositiaswell as to uniform air saturation.

In this section, corrections for these density@#¢o the following uniform conditions are presghtthe hydrogen—deuterium
(H-D) and oxygen-16, 17, and 18@-1"0-'0) isotopic composition of VSMOW, the initial cheral composition of the
seawater before pouring (especially the silicatgtexat), and air saturation, which depends on teatpez. The corrections
presented had been applied to the measured stibstisgawater densities before the density—salisigtion was developed,

thereby enabling uniform conditions and thus cdasisy.

3.1 Isotopic composition

Water shows a variation in its isotopic compositidhe natural variation comprises the H-D relatiml the'®*0-"0-80
relation. The isotopic abundance of a water samsplsually stated relative to that of the referemagerial VSMOW, whose
isotopic composition is based on a mixture of oceaters (IAEA, 2009). The D isotopic abundance Wadl as the'®O
abundance) is thus expressed as the ratio of tbhartrof-substance ratio of D and H in the sampléhéorespective ratio in

VSMOW, 8y

5D _ [E]Sample [D]VSMOW 1 (2)

The'’O abundance is usually not monitored, as it is sangll compared to tH€O abundance. In Earth’'s deep ocean layers,

H

the isotopic composition varies by up to 4 %. infl®.3 %o in'f0, whereas in the surface ocean layers, thesetioasaare
up to 35 %o and 3 %o (Ferronsky and Polyakov, 2018 tb precipitation. A variation in the isotopicuaidlance affects the
density directly: The corresponding variations@feg = for the deep ocean and 1.3 g¥for the surface ocean if calculated
using Eqg. (A.2) given in Appendix A. Isotopic congiton variations in the water of the pedospheeseaen more significant.
The D and®0 isotopic abundance$, ands, g in the natural seawater that was used as the aterial for the diluted seawater
preparation at the area of sampling were measuré872 and made available by Ostlund et al. (19B. water, which is
deionized and used for dilution of the natural ssaw(N. Higgs, personal communication, 2011) psviater from Havant,
UK, where the supplier of the IAPSO SSW is locafedrling et al. (2003) analyzed the isotopic conijms of fresh waters
in the British Isles. They used isotope measuremata collected from around 1978 to 2003, includimiipe region from that
the water for dilution was taken. The relevant galand uncertainties given by Ostlund et al. andirigget al. are given in
Table 2. The equations used to calculate the isptdpundances of the diluted seawater after mistagdard seawater with
water can be derived from the amount-of-substamtznie of the isotope considered. For D 8@ the equations derived

are:

7
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(55'20+1)<mH20+(6§SV"+1)-mSSV"-(l—SA)

SV = and 3

D mH201mSSW.(1-5,) ( )

SDSW (6;'820+1)<mH20+(6f§W+1)-mSSV"-(l—SA) 4
18 - mH20+mSSW(1—SA) ' ( )

where ‘DSW’ refers to diluted seawater (after migimndS, = Sg = 35.16504 35S, - (g kg™ ) is the absolute salinity of
standard seawater, which is assumed to be eqtla t@ference salinity of IAPSO SSW according smrdcommendation of
Millero et al. (2008). The calculated isotopic abdance values and corresponding uncertainties cfebeater samples used
for the density measurements are given in Tabf®@calculation of the uncertainty, only the isatogbundances of the water
and seawater were taken into account, as the otimributions are insignificant (for example, thadity of the natural
seawater, which is diluted, may differ by multiglég™ without affectings3SV ands2" significantly).

The density difference due to the isotopic abundariange during preparatidkpr?,‘é’p is estimated using Eq. (A.2), where
ASp = 655V — 555W andAs g = 825V — 555V are inserted for this purpose. Following this jeahare, the isotopic abundance
effect on density is assumed to be the same fovateaas for water &, = = 3.98 °C anghy = 101325 Pa and is calculated
relative to the isotopic composition of IAPSO SSWS,‘Q’F, is approximated by:

SW
Apprep(S.TpmaX.PO) —
gm3

—0.0700- S + 2.4577, (5)
whereApsei(S, T, p) = Ap5ee(S, Ty..0 Po), @ndS, T, andp are the salinity, temperature and (absolute) pressespectively.
The uncertainty impgrgvp is estimated to be 0.3 g#nuncertainties in the isotopic abundances argmifscant.

Ap,?r‘é"p is illustrated in Fig. 2. The more water is useddilution, the more the density decreases, asvdter is depleted in
heavy isotopes compared to seawater. The dengfgratice caused by the difference between the pgotmmposition of

VSMOW and that of IAPSO SSW (which is given in TaB),ApSY, is 0.3 g m?,

3.2 Chemical composition

The seawater used for the measurements was stor280imL borosilicate glass vessels (Bacon, 208t fthe time of
preparation at OSIL to the time of measurement.imuthis time, glass material that dissolved inte seawater has

significantly altered the chemical composition, dnds the density.

3.2.1 Silicate content of standard seawater

Uchida et al. (2011) analyzed the silicate increasstandard seawater delivered by OSIL that waeedtin the vessels
mentioned above. The silicate increase is reladethe dissolution of silica from the glass vessatarial. Uchida et al.
measured the silicate molality of samples from hascP144 to P152 depending on their storage titms.data was used to
estimate the initial silicate molality of the stand seawater used for the density measurenbg(fs= 35) after it had been
prepared, and directly before it was poured int® thssels: 16.5 pmol Kgwith a corresponding estimated uncertainty of
20 %. This silicate molality — which, in terms afrcluctivity, is insignificant — agrees well withathof standard seawater of
batches up to P71 (Poisson et al., 1978) that eeaéyzed shortly before the conductivity measuramehbatch P75 and
P79 seawater to develop PSS-78.

3.2.2 Silicate content of the samples used for détysmeasurements

The silicate concentration of some DSW samples fiteerbatches with salinities of 5, 10, 15, 20, &% 30 was measured
shortly after all density measurements had beefoqmeed. The silicate concentration was measureteslfred-Wegener-
8
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Institut fur Polar- und Meeresforschurig Bremerhaven, Germany, using an Evolution kdwfithrough spectrophotometer
(Alliance Instruments GmbH, Salzburg, Austria) adiog to Grasshoff et al. (1999). The device wakbrated before,
between and after the DSW sample measurements agumieg Merck Millipore Certipur silicon standarmlgions (Merck
KGaA, Darmstadt, Germany), which had a salinitéfand reference concentrations of around 7 prichhd 50 pmol L.
The silicate concentration values of the DSW sampiere converted to the molality values that avemgin Table 3, including
the corresponding storage time. The silicate niglali the seawater that had salinities of 10, 3@, 35 is higher than that of
the other batches, as it was stored longer in ¢lssels (see Table 1 for details).

The reproducibility of a silicate concentration m@@ment that uses the standards and method debafiove is usually
within 3 % (K.-U. Ludwichowski, personal communiicat, 2015). Since the dissolution of the vesselemalt partly depends
on the individual vessel, the difference in thécatle molalities of two measurements (e.g. fom#zlil0) may be higher.
According to Grasshoff et al., the accuracy oftieasured silicate concentrations also dependseodiffierence in salinity
between the Certipur standard solutions and the B&Wples. Grasshoff et al. recommend to correstatiect by applying
a constant, device-dependent correction factovedrirom calibration measurements. The resultingeotion increases
linearly based on the salinity difference betwebm sample (higher salinity) and the standard (losalinity). For
measurements of samples with a salinity of gretatEm 30, the correction is smaller than 3 %. Assignai correction due to
the salinity effect of 3 % at a salinity differenge6 and a linear increase thereof, the corredgtioreases to 10 % at a salinity
of 15 and to 16 % at a salinity of 5. We considetesl by including the effect in the uncertaintydastimated the uncertainty
in silicate molalities to be dominated by the bdtomogeneity for salinities above 20; for salirgtiewer than 20 we estimated
the uncertainty to be dominated by the correctioa th the salinity. Values of the estimated undetydan silicate molality

are given in Table 3.

3.2.3 Density correction to initial silicate contet

Since the density measurements obtained from seasaples were performed before the silicate nplaleasurements,
the storage time (and the silicate molality) weffecent at that time.

Uchida et al. (2011) estimated the relation betwtbersilicate molalityp and the storage timein the vessels to be linear. The
silicate—storage time relation of the seawater $asnpsed in the density measurements is there&timated based on the
initial silicate molalityb, (of Uchida et al.) and the measurements of theasd molalityb, (given in Table 3) at storage time
t; given by:

b = by + 220 ©

tl.

The initial silicate molality of the DSW samplestthave a salinity of less than 35 is derived figre Sp - bo(Sp = 35)/35,
where the water added to the SSW is assumed teéof silicate.

The borosilicate vessels used to store the seasateples are assumed to consisvgf, = 80% (in weight) silica similar

to Duran (DURAN Group GmbH, 2009) or Pyrex (Corning., 2014) borosilicate glass. The dissolutiothefsilica material

is determined using the measurements describedealitne dissolution of the remaining 20 % borosicglass material,
which is BOs (13 %) but also N#, and AbOs, is assumed to be similar to the dissolution li¢asi(Grambow, 1985). The
overall dissolved mass of glass material is theeefiven byAm = Mg;q,/wsio, - Ansjo,, WhereMg;o, = 60.08 kg kmol™ is
the molar mass of silica arths;q, is the amount-of-substance silica from the glaatenal that was dissolved into seawater

(relative to the initial silicate molality). Adddnally, Angio, = (b — by) - m, wherem is the seawater mass.
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The increase in seawater density due to the digsolaf glass material during storageSY/, is calculated assuming that the

seawater volume remains constant and only the massases:
Ms;
A3ty = p - —=2- (b — by), (7)
SiOy

wherep is the seawater density. The uncertainty in thesitie correction due to the dissolution of glasderial is estimated
using Eq. (7) as a model equation, with Eq. (6nfpenserted. Furthermore, the following uncert@stare considered:
(i) uncertainty in the silica mass fraction of glasaterial: 5 %, (ii) uncertainty in the initiallisate contenty: 20 %,
(i) uncertainty in the measured silicate contentas given in Table 3, and (iv) uncertainty in herage time;: 15 days.
Some values of the density correction that werdieghfo the measured seawater densities are shokig.i 3. The corrections
are about 1 gnito 3 g m® and the corresponding estimated uncertaintiesOateg m3, which yields an increase in
uncertainty of the measured values at atmosphegispre of up to 8 %. The scatter of the correatédnes for high pressures
is higher than that for atmospheric pressure, asifemeasurements at high pressures take sigmnifyckonger; as a result,

the period between the first and last measurersdohger as well.

3.3 Air saturation

Usually, seawater samples used in highly accuratsity measurements in laboratories are air-satirats any degassing
procedure may change the salt composition. Forrpie effect of air solubility on density has bemeasured directly, e.g.
by Bignell (1983) by comparing the densities ofisated and desaturated water.

For our density measurements, the seawater samglestaken directly from the vessels delivered [8ilOas shown in
Fig. 1a. The vessels were stored in our laboratbaytemperature of approximately 20 °C, at whitthdeawater equilibrated
with the air inside the (closed) vessels. Sincesdavater was also pumped into the VTD at this &zatpre, the air saturation
was 100 % at 20 °C. After filling the VTD, the sester temperature was altered to the measuremepetatare. During this
time, the saturation changed to undersaturatid@maperatures lower than 20 °C and to oversaturati@@mperatures higher
than 20 °C, as there was no contact to air dutiegtime of temperature equilibration, which is apgmatelyl5 min. This
temperature-dependent aeration is significant coetpto the density measurement uncertainty. Fosistancy of the air
saturation, the measured densities have to beatedréo a saturation of either 0 % or 100 %. Beedhs density corrections
to 100 % are significantly smaller than those &,0and because any degassing procedure is prolidethat density values
were corrected to 100 % air saturation. Followinig procedure, the density—salinity relation wagettgped with the least
loss in accuracy.

The density correction is estimated taking intooact the fact that the amount of air molecules iamaonstant while the
liquid temperature changes from 20 °C to measuréiteanperature before density measurement. To dyaht density
change of seawater by saturation with nitrogen,geryand argon in an atmosphere with 100 % humiditgomplex
calculation similar to that for water of Harveyatt (2005) was carried out. For this calculatitve partial molar volumes of
nitrogen, oxygen and argon in water were assumée &qual in seawater. Salinity-dependent solyhidlitta of nitrogen and
argon were taken from Hamme and Emmerson (2004pBoxlygen from Garcia and Gordon (1992).

Carbon dioxide exists in three different signifitéorms in seawater, i.e. as free aqueous mole@@g, as bicarbonate ion,
HCO,~, and as carbonate iofQ,~, the sum of all being called dissolved inorgarithon (DIC). The DIC concentration as
well as that of each species depends on salieitgperature as well as G@artial pressure, if the seawater is in contath wi
the atmosphere (as described by Henry’s law foy) GBthe air is humid, the CQpartial pressure changes with temperature

due to the water vapour pressure, whereby 8Qeleased from (for temperature increase) oorélesi into seawater (for

10



10

15

20

25

temperature decrease). Since this affectditt®,~ andC0,>~ concentration, the absolute salinity and thusckiesity are
affected by temperature changes. For standard serawdh a salinity of 35 exposed to air with 100H4midity, DIC is
~ 2190 pumol kgt for 0 °C,= 2050 pmol kg for 20 °C, and: 1870 umol kg* for 40 °CS, which, starting from 20 °C, results
in density changes of +1.7 gfor 0 °C and —2.2 g mfor 40 °C. A removal of all DIC results in a degsithange of up to
30 g m37. Since standard seawater is equilibrated witlaiair20 °C for at least 4 weeks during its preparatiacon et al.,
2007) and the samples used in the substitution uneents had also been stored 20 °C, before they were filled into the
densimeter, where their temperature was altered)8 was conserved and no correction is necesBgrgontrast, if seawater
is exposed to the atmosphere during a density memsumt, as for example in a hydrostatic weighingsttaeter, a density
correction may be necessary for temperatures differom 20 °C.

The complex calculation showed that the differeag golubilities in water and seawater are negkgiblterms of density, as
the deviation between the calculated density charfgeeawater and that of water (of Harvey et al.piound 0.1 g
Furthermore, it was found that it is sufficientcimnsider only the nitrogen solubility to calcul#te density correction that is

approximated by:
8p3Y = (1-

whereny,(100%, 20 °C) andny,(100%, T) are the dissolved nitrogen amounts of substant@®®o saturation at 20 °C and

nN,(100%, 20 °0)

. AnH20
n,(100%,T) ) Ap, 7 (100%,T), o

at measurement temperature as We,{l;za;sbo(loo%, T) being the corresponding density effect, whoseutafion is described
in Appendix A.

At measurement temperatures higher than 20 °Gehaeater is oversaturated during density measuteagit was saturated
at 20 °C before filling. It is assumed that the leation of microbubbles due to the oversaturatakes significantly longer
than the time of temperature stabilization and tgnmeeasurement, which is always less than 30 e density effect
caused by oversaturation is therefore assumed tordg@ortionally equal to that up to saturation. Tdaculated density
correction and the corresponding estimated unegytaivhich is 0.4 g ¥, are illustrated in Fig. 4. The density correctisn
significant at temperatures less than 15 °C contpéoethe measurement uncertainty of 2g,nas the gas solubility is
significantly higher at low temperatures.

Based on a measured substitution dengif)f', that has been corrected to the uniform isotopatew and chemical
compositions and to 100 % air saturation, a seavdatasity,o>", was calculated by:

P> = pSins— Doiep+ Apig’ — ApSY + ApSaY + ApgY, (9)

whereApZY is a density correction to integer salinitiesanlinced for practicability.

6 DIC was calculated using the @@lc software developed by Robbins et al. (2010) thie carbonate constants given by Millero (2010)
that are also valid for low salinities, the acidiynstant of hydrogen sulfate given by Dickson (9¢he boron to chlorinity ratio given
by Lee et al. (2010) and the total pH scale. Indhlgulations, the total alkalinity was 2300 umgtk(IOC et al., 2010), which is
constant for C@exchange (Zeebe and Wolf-Gladrow, 2001), and ther@dar fraction was 400 ppm.

7 The density change was calculated ugipgADIC = 0.0120 g m~3/(umol kg™1) (Song et al., 2005). Since Bradshaw (1973) found
0.0110 g m~3/(umol kg=1) and Ohsumi et al. (1992) fould128 g m~3/(umol kg~1), the uncertainty ithp/ADIC may be 20 %.
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4 Density—salinity relation

In this section, the development of the densityriglrelation is described. Although this relatisimould be used to determine
the salinity by means of density, it was set up @ensity function of salinity, temperature, anbis(dute) pressure, i.p.=
f(S,T,p), as doing so allows the data to be approximatec mprecisely. As a result, the salinity has to akewated using
inverse methods. Since the relation was developladive to the water density for higher accurahg, ¢alinity range from 0
to 5 is included by adding the values of pure wai@&r make use of this relation even beyond thigeaand the ranges
measured, the uncertainty was estimated for sormemitiar ranges in the absence of measurementT™agaelation accuracy
was verified by means of a new method that vertfiesuncertainty in predicted results locally uding measurement results,
taking into account the correlation between the. filds is particularly advantageous for empiricgaéfjuations, as these are
not physical laws and are therefore not inherentysistent, i.e. they are not independent of theasmement results

themselves.

4.1 Physical model

The density of air-saturated seawater is modelkskth on degassed water, whose density is givexf"’(?y Salt that has a
relative composition similar to that dissolved targlard seawater is added to the degassed wateisalihcontent is given
implicitly by the salinity. The density of the desg@d water changes after the salt is addetpfY. In addition, air with a
defined composition is absorbed, as a result ofthie density changes By3S". The density of air-saturated seawap&”/,

is thus given by:

pSW = p2 + Ap§™W + ApSY, (10)
Wherep(';20 is the density of degassed waikws" is the density change due to dissolved salt,uR’ is the density change
due to absorbed air. The density change due toldes$ salt and absorbed air may be summarizetip$y¥ and may also be
called relative density of air-saturated seawadsrthe seawater density was measured relative teer wathe substitution
measurements.

If the salt is added at the atmospheric presggirthe water density changes by3"(po). If the salt is added at the pressure
p # po, the water density changes by (p). If the difference between the two changesiss™(p — po), then the density
change due to dissolved salt at any pressure éndiy:

Ap§Y = £p§Y(po) + 28p5" (0 — po), (11)
where ApS™W(po) is the density change due to dissolved salt atatineospheric pressupg andAAps"(p — po) is the
difference between the density changes at the ymegsand at the atmospheric presspge

The solubility of gases in liquids is well descidbat infinite dilution and low pressure by meanshaf Henry law, according
to which the number of absorbed gas moleculesapgational to the gas pressure above the liquidvéier, since there is
no reservoir for additional gas at high pressung the air absorption at the gas pressyres taken into account for modelling.
In addition, it is assumed that the absorbed aindempressible. In the model, the density change t absorbed air is
therefore not treated as a function of pressweedpS"V # f(p).

The solubility of air in seawater depends on slifilamme and Emmerson, 2004; Garcia and Gord@2)19he comparison
of the Nb, O, and Ar solubilities in water and seawater shovinad the resulting density change in both liquidsaproximately

equal. In the model, the density change due torhbsoair is therefore not a function of the sajirgither, i.eApSWY =

Ap2° = £(9).
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4.2 Fitting of ApS"Y(po)

The values of the seawater density for atmosplpeeissurepS", which were obtained from the measurements anected
to the uniform conditions, were broken down acaaogdid Eg. (10) into the corresponding values ofwtlager densitypono,
and the values vyielded by the density change dudissolved salt and absorbed air (or relative dersi air-saturated
seawater)ApSW. For this purpose, the water density was calcdlaging the equation of state developed by WagmePaul
(2002), by means of which the water reference tefsi the substitution measurements was calculatedell. Therefore,
the uncertainty in the relative density is up to?20ower than that in the absolute density.

The values of the relative density of air-saturatedwatenpS" were broken down into the resulting values of deasity
change due to dissolved sadihs"/(p,), and the corresponding values of density changeta@bsorbed ainpS". For this
purpose, the values apS" were calculated using the equation of Harvey.g28I05), which is valid for the absorption of air
into water atpy = 101325 Pa, but were adopted for the absorptionirointo seawater according to the physical model
described above:

% =0.103-2.371x 10° - (% + 75)_2'5 +1.82x107 - (£ + 75)3, (12)
where the model air composition is 78.1 % RD.9 % Q, 0.9 % Ar, and 0.4%. COThis equation is also given in Appendix
A, but is repeated here for clarity. Free aqueds @ntributes less than 0.2 gt ApS"Y and is therefore negligible.

The values of the relative density of degassed atsayhps"'(p,), were used to fit the coefficients; of the following
empirical equation:

Apo(po) = Bpg - 0 - ToXisg iy - T - 0, (13)
whereApd = 30 kg nT3, 7 = T/T° is the reduced temperature wittbeing the temperature in K afid = 288.15 K,o =
S/5° is the reduced salinity with being the salinity anfi® = 35. The values dfp§, T°, S° (as well af\Apg andn® below)
were chosen for practical handling of the fit cardint values and do not have a physical meaning.

The linear fit coefficients;; were determined by uncertainty-weighted least sepufitting within the Monte Carlo based
approach described in Appendix B. The fit coeffitgewere initially averaged from up to= 1,500 runs, where no longer
significant effects on calculated values or undaeties thereof were found. Finally, the coefficiemtere averaged from=
15,000 runs to be certain. The fitting yielded ¥a&ies ofa;; given in Table 4, which were reduced to the sigaift number
of digits.

The residuals of the fit using the coefficientsagivin Table 4 are illustrated in Fig. 5, where tlaeg compared with the
density—salinity relation uncertainty, whose determination is described below. Thetéihdard deviation is 1.1 g#1 No
systematic deviation of the residuals dependingadimity or temperature was found.

If the density of air-saturated seawater is catedlaising the density—salinity relation, the (fifteelative seawater density
plus the (artificially inserted) density change daeabsorbed air is used, &SV = ApS™ + ApSY. HoweverApSW has

practically no statistical influence on the fittingiAp3", and therefore no statistical influence&p". Consequently, ihpSW

is calculated, its uncertainty 8(Ap3"), i.e. that of the degassed seawater density, wbheieAps" is calculated, its

1/2
uncertainty is[U(Apg"")2 + U(Apg"")zl , i.e. that of the degassed seawater density atcbfithe density change due to

absorbed air.
The uncertainty imp5"V(p,) was determined and verified using the approaclrites! in Appendix B. The calculated

uncertainty is at least (0.7 g#hat a salinity of 15 and at 25 °C, and increaseexgected at higher salinities, as well as at
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lower and higher temperatures (up to 1.2°§nThe subsequent uncertainty verification yield@ar inconsistent densities
whose residuals were higher than their correspgndittertainties. The uncertainty was thereforegased to 2 g mMin the
entire measurement region of salinities up to 3btamperatures from 5 °C to 35 °C.

Since the density—salinity relation may be used&bculations in a wider region, e.g. salinitiesod0 and temperatures from
0 °C to 40 °C, we also estimated the uncertaintyi®"/(p,) for this region in the absence of measurement @ density
uncertainty in the wider (extrapolation) region vedso calculated using the approach described peAgix B, whereby the
possible variation of the fit polynomial outsideestmeasured salinity and temperature region is takinaccount. The
uncertainties resulting from this calculation anewn in Fig. 6a together with the uncertainty af theasurement region. For
practicability, the highest uncertainty in a partar region was assigned. The uncertainties ire#teapolation region are at
least twice as much as in the measurement region.

For calculating salinity using relative density aathperature values by means of the density—salieiation, the uncertainty
in salinity was also determined in the measurenagit extrapolation region. The salinity uncertaintgs calculated by
multiplying the density uncertainty by the partiérivative of salinity by density, i.@I(S) = U(ApSWY)-dS/dp. The
uncertainties resulting from this calculation anewsn in Fig. 6b. A salinity determined by meansaafalculation using the
relation has an uncertainty 06310~°. If measurement values are used for calculatheir tincertainty has to be considered.
Since the mathematical formulation of the densitlnity relation is empirical and does not contaiy theoretical boundary
conditions for infinite dilution, as for example plemented in TEOS-10, the question arises whetferdlation correctly
predicts the density for very low salinities. Adadlitally, no uncertainty verification in the extrdgtion region is possible
using the fitting data set. Therefore, additionatbsitution density measurements were conducted: dénsity of diluted
standard seawater with salinity 2 was measuredraesemperatures and the density of some sampkb® ceawater used
for determination of the density—salinity relatias measured at 1 °C. The seawater with salinigag prepared like the
seawater with salinities from 5 to 30. Unfortungtéhe precision in the salinity-2-calibration wag/er, so that the uncertainty
in salinity is 0.0028 corresponding to an uncettain density of 2.2 g . The density results were corrected to the uniform
isotopic water and the chemical salt compositiansvell as air saturation as described in Secth®. density deviations of
the corrected results from the predicted valugh@ftlensity—salinity relation are shown in Figlri7both cases, the deviations
are well within the uncertainty in the density—sayi relation. For the measurements of seawatédr galinity 2, even if the
uncertainty in salinity is treated as an offsetiiodeviations, the deviation is within its uncéntgt. No inconsistencies are

caused by the non-compliance with theoretical bamydonditions for very low salinities and atmosph@ressure.

4.3 Fitting of AApS™V(p — po)

The values of the seawater density for high presspP", were broken down according to Eq. (10) into csponding values

of the water densit;p(';'zo, and the values yielded by the density changetdubssolved salt and absorbed air (or relative
density of air-saturated seawatepS"V. Since the water density was calculated analogatosthe atmospheric pressure
densities, the uncertainty in the relative densityp to 50 % lower than that in the absolute dgrisi pressures up to 10 MPa
and up to 80 % lower for up to 65 MPa.

The values of the relative density of air-saturatedwaterApS"Y, were broken down into the values yielded by thesity
change due to dissolved sa@p3", and the corresponding values of the density ohahg to absorbed aikpSW. For this

purpose, the values apS"V were calculated analogously to the atmospherisspire densities using Eq. (12).
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The values of the density change due to dissolattdipS", were further broken down according to Eq. (119 ithe values
of the density change due to dissolved salt aathspheric pressupg = 101325 PaAp$™(po), and the difference between
the density change at (high) presspr@nd that at the pressug, AAps" (p — po). The relative density values for atmospheric
pressure that had been used to fit the coefficiehEy. (13), were used for this purpose.

The resulting values of the density differeddes" (p — po) were used to fit the coefficienbs; . of the following empirical
equation:

ABPS(p —po) = DAp§ - 0 - - Tio Tt Thco buju - T -0l - K, (14)
whereAApS = 2 kg N3, m = (p/p° — 1) /m° with p being the pressure in MPgf, = p, = 0.101325 MPa ana® = 1000.
Due to the formulation of the dimensionless pressyunAp, is exactly zero agty, thereby ensuring the high accuracy of the
density at atmospheric press,(po).

The linear fit coefficients;;, were determined analogously to the fit coefficsemt using the approach described in
Appendix B. The fitting yielded the values Inf, given in Table 5, which were reduced to the sigaift number of digits.
The residuals of the fit using the coefficientsagivn Table 5 are illustrated in Fig. 8. The uraiety of the measured relative
densities underlying the fit range from 6 g®map to 14 g i for salinities from 5 up to 35 and were estimatedservatively.
The fit standard deviation of 2.3 g¥nwhich is 5 g ™ for a probability of 95.45 %, and the fact thatsystematic deviation
of the residuals depending on salinity, temperatorgressure is found suggest that the uncertaintye measured relative
densities may have been overestimated, i.e. tloeuracy may have been underestimated. The densigriainty in the
measurement region was determined using the agprbescribed in Appendix B and yielded an uncenaoft6 g ms,
thereby supporting the suggestion. The uncertaifyg 3 was therefore adopted for the measurement re@ina.residual
for 41.5 MPa, one for 52 MPa and two for 65 MPa4@fespectively, exceed this uncertainty signifta

The data set for fittindAp3"V(p — py) comprises pressures up to 65 MPa. Since the glesalinity relation may be used for
calculations over a wider range, e.g. pressure® U0 MPa, the uncertainty in this range was estuhin the absence of
measurement data. Summarized results of this edionl are shown in Fig. 9a and 9c together with rgults of the
measurement region. For practicability, the highestertainty in a particular region was assigndtke Uincertainties in the
extrapolation region are at least twice as mucim ake measurement region. For calculating salingiing relative density,
temperature, and pressure values by means of tistgesalinity relation, the uncertainty in salinivas also determined in
the measurement and extrapolation region. Theialincertainty was calculated by multiplying thendity uncertainty by
the partial derivative of salinity by density, il&(S) = U(ApSW) - aS/dp. The uncertainties yielded by this calculation are
shown in Fig. 9b and 9d. A salinity determined byams of a calculation using the relation in the sneament region has an
uncertainty of 8 x 1G. If measurement values are used for calculathwir uincertainty has to be included.

As pointed out above, the mathematical formulatbithe density—salinity relation is empirical anded not contain any
theoretical boundary conditions for infinite diloi. This is also an issue for the density at higbsgures, as here the
measurement uncertainty in density is higher, themeausing more variability in the shape of thetieh for very low
salinities. Therefore, additional measurements weeducted on diluted standard seawater with s$glthifor some
temperatures. The samples used were obtained frersame seawater as described above in Secthd.2otrections were
similar. The density deviations of the correctetliga from predicted values of the density—salinélation are shown in
Fig. 10. The deviations are well within the uncirtiain the relation. No inconsistencies are causgdhe non-compliance

with theoretical boundary conditions for very loaligities and high pressures.

15



10

15

20

25

30

35

5 Comparison with TEOS-10

The present reference equation of state for theymendic properties of seawater is the Thermodyndigigation of Seawater
TEOS-10 adopted by the Intergovernmental Oceanbgr&gnommission (IOC et al., 2010). TEOS-10 descite properties
of degassed seawater in wide ranges of salinitypégature, and pressure relative to degassed witltethe VSMOW isotopic

composition. Relative density values calculatechgSIEOS-10 with salinities from 0 to 40 and tempanes from 0 °C to

40 °C have estimated uncertainties of 8§ for atmospheric pressure, 17 g°map to 10 MPa, and 26 gfup to 100 MPa.

To possibly reduce the density uncertainty in theggons, TEOS-10 was compared with the densitjrisatelation.

5.1 Atmospheric pressure

For atmospheric pressure, the density deviatiorEgS-10 from the density—salinity relation is shawirig. 11a. TEOS-10
density values are always higher than those ofd#mesity—salinity relation. The increase of the ddohn with salinity is
approximately linear. At salinities higher than #te deviation exceeds the estimated uncertain8/gfiT significantly. At
salinities smaller than 5, the deviation, althogghsistent, is unexpectedly high. Salinity 0, whiglpure water, defines the
zero-line of TEOS-10 and of the density—salinitiatien.

To leave the linear increase of the deviation wsalinity seen in Fig. 11a out of considerationgduced form is shown in
Fig. 11b. Herepp — Ap(S = 35) - §/35is visualized. It is found that the reduced dewiats always less than 5 g'tn

To find possible causes for the unexpectedly highsity deviation, the density data on which TEOSsl®ased, were
examined, where the uncertainty in salinity wassidered negligible. In thés, T, p,)-region of interest, according to Feistel
(2003 and 2008), TEOS-10 is based on a dataseT@P1381c, pp. 36-56) that consists of normalizatsdy data of Millero
et al. (1976) and of Poisson et al. (1980), whhe=density data of Millero et al. has a signifi¢attigher precision. For
atmospheric pressure, this dataset was also udédhe previous reference equation of state EO3POTS, 1981c), and,
therefore, no comparison with EOS-80 was carrigd ou

Millero et al. measured the density of diluted atandard seawater of batch P63 using a magnetit dlensimeter. The
comparison between the normalized densities mecidyr#illero et al. and TEOS-10 shown in Fig. 1Rggests that TEOS-
10 is well fitted to these densities. Furthermdoe salinities less than 30 (compared to for st#isigreater than or equal to
30), the deviation is strongly scattered and thiaisavalue of each deviation value is differefthis may be explained by the
fact that not all density measurements were canigdn a closed measuring vessel (JPOTS, 19815)pthereby avoiding
evaporation, which would increase the salinity atmhsity during a measurement. To exclude the impadhe data
normalization, a comparison of the original deesitof Millero et al. (1976) and the density—sajimilation is shown in
Fig. 12b, where the measurements that were caoti¢dn a closed measuring vessel are separated tfioge that were
putatively carried out in an open measuring vegdet. deviations of the closed-vessel measuremémtsdlinity 30 and 35)
are the smallest and scatter the least, whereadethations of the open-vessel measurements (fotlzr salinities) scatter
highly. If it is assumed that evaporation occurdeding the open-vessel measurements, then the negldansities can be
systematically too high (or the assigned salinitaes small), which would cause the open-vesselal®nis to be too high.
Furthermore, a linear fit curve that was developsidg the closed-vessel deviations is shown, i@spibssible that there is a
systematic deviation increasing linearly with sijitbesides the evaporation. The smallest openeleeviations, which are
most likely not significantly affected by evaporatj correlate conspicuously with this fit curveerby supporting the
possibility of systematic deviation. The open-vésnsities for salinity 40, which are visible & thighest deviations in
Fig. 12b, were corrected (using the closed-vessesities) when the density data of Millero et ald #oisson et al. were

normalized (JPOTS, 1981c, pp. 35 and 58), wherdfaee are no significant deviations for salinifyia Fig. 12a. It should
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be noted that for calculation of the density dewis given in Fig. 12a and b, the temperaturesaitMillero et al. made their
measurements were converted from the Internat®raadtical Temperature Scale 1968 to the Internatibamperature Scale
1990 (CCT, 1997). To identify plausible causestifier systematic deviation, we thoroughly examinedrttagnetic flotation
method used by Millero et al. for possible issues.

Magnetic float densimeters have the advantage loydnostatic weighing densimeters that no mechawicapling by means
of a suspension is needed to determine the buoyarweacting on a float (or sinker). Instead, thiachieved with a magnetic
coupling by placing a magnet into a float. The flisabrought to mechanical equilibrium, i.e. floatghe liquid, by means of
a current-carrying coil; here, the current is a soea of the force, and thus of the liquid densktpwever, for density
measurement the characterisation of the magnetipliog is necessary in addition to the determimatibthe float volume,
as in case of a hydrostatic weighing densimeter.

The densimeter used by Millero et al. for measutivgseawater density consisted of a hollow floahe measuring liquid
of a vessel that had a volume of 250 mL, with thieraounted underneath. The float was made of Ryrextained a permanent
magnet that was a stirring bar and was therefaybaisly made of Alnico, and had a volume of 32%f{Hlillero, 1967). The
float was weighted with platinum weights to adjsstouoyancy. The current that passed throughaievas used to pull the
float to the bottom of the measuring vessel. Subsety, the current intensity was gradually redugstdl the float lifted off
the bottom. The equilibrium current determinedhiis tvay, which was assumed to define the statiafifig, was a measure
of the liquid density.

Bignell (2006) discussed various methods for deit@ing the buoyancy force in magnetic float densengtFor the design of
the magnetic coupling system, the magnetic forezted on a permanent magnet by a current-carrgirgylar coil (without

a metal core) was given by:

=s. .Rz—'z.l
2 M e

wherem is the magnetic momenturéi{z, R) is the magnetic field gradient (along the axisppadicular to the coil plane

Frag=m-G(z,R) =m- (15)

through the coil centre poinf),is the permeability of the medium between the eramt magnet and the cdtl,is the circular
coil radius,z is the distance between the magnet and the cwil] & the current. In a measurement obtained frormats,
the magnetic force is therefore dependent on thgneta water properties and on the magnet-coiadist.

Bignell pointed out that the force on the magneiis® dependent on the magnetic field, even formmtgcally hard materials.
The magnetic force is therefore not linearly (a&én 15) but quadratically dependent on the equiiib current, i.eFn,g =
fi-1+ f>-I?, wheref; andf, are magnetic coupling constants. For a magnetitaltd material, the force mainly depends
on the linear term, whereas the quadratic ternséslas a correction.

Millero et al. used a cylindrical (instead of aceilar) coil and summarized the magnetic forcérag= f - I, where the
calibration factorf was determined with measurements obtained froisedirated water by weighing the float with platmu

weights. The seawater density was determined vel&di water, i.e. relative to the calibration uswater:
F-(1SW-1H20)

A SW _
P V+mpy/ppt

(16)

wherelSW andI"20 are the currents resulting from the measuremesitsreed from air-saturated seawater and watés,the
float volume, which is also determined by the aalilton, mp; andpp; are mass and density of the platinum weights, lwhic
were identical in a measurement obtained from stavaad water.

Since seawater and water have different magnetjoguties, it is possible that the calibration fagtas significantly different,
i.e.uSW x 20 = FSW » £H20 To rule out this possibility, we carried out @mesentative calculation. Since, theoretically,

Finag o - I for a cylindring (and circular) ring coil, it fallvs directly thapsV/uH2° = fSW/£H20 if the permanent magnet
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is in the same position in both measurements; #hibration factor of seawater is thus calculatezhfrthat of water. The
permeabilities are calculated by= p,- (14 ), wherey, =4-m7-10'NA™2 is the vacuum permeabilitySV =
—8.25x10° and y™2° = —9.04x10° are the (dimensionless) volume susceptibilitiesseawater with a salinity of 29
(Imhmed, 2012) and of water. The relative densétyigtion due to the different permeabilities bemeglected was calculated
by ApSW(FSW, FH20) — ApSW(f = fH20) using (i) the calibration factor for watgr= fH2° = —3.5308 g A* for 25 °C
(Millero, 1967), (i) the currents®" = 0.4 A andrt2© = 0.15 A, (iii) the platinum mass and density, = 0.7 g angp; =
21450 kg m?3, and (iv) the float volume given above. The val(igsand (iii) were chosen based on a plot oftwaltion data
of the flotation densimeter given by Millero (196@hd correspond to a relative sea water dens2g g m=. The calculation
yields a density deviation at the order of 0.017§ ras a result, the differences in the magnetic gnigs of seawater and
water are not problematic.

Since the volume of the float was also determinethbans of the calibration measurement using witerpossible that this
resulted in a significant deviation in the relatseawater density. We therefore carried out a éantbpresentative calculation
using the values (i—iv). Using this calculatiordensity deviation of only 3 g This yielded for a relative volume deviation of
107, Although the volume results indirectly from artrepolation of the linear relation of the magnetitipling, Fnag = f - I,
which is quadratic even for magnetically hard materaccording to Bignell, it is unlikely that alume deviation of this
magnitude will occur in the calibration measuremémt float volume calibration is therefore not ipleomatic.

We performed a final calculation to estimate hogngicant the precise height positioning of therpanent magnet s, i.e. the
distance from the coil. Two reasons for a changletistance are conceivable. On the one hanghasiGon of the magnet
(inside the float) or of the coil can change in thee between the calibration measurement obtafreed water and the
measurement obtained from seawater; the permarsgenwas fixed in the hollow float using wax (Miib, 1967). Density
deviations that result from such position changes rainimized if, after each measurement obtainednfiseawater, a
measurement obtained from water had also beeredaotit (a quasi-substitution measurement). On tier dvand, the “lift-
off” process, wherein the equilibrium current igetenined by sight, is not the same for seawateneatdr in terms of speed
(among other factors). Density deviations that ltefsom such dissimilarities are minimized, if, &mlditional to the “lift-off”
current, the “drop-down” current had been deterghinghe opposite manner and both currents had éesnaged for seawater
and water, respectively. Or, if in the measurentdméined from seawater, the float was weighted Withaim to yield the
same current as in the calibration measuremeng) weater.

For the calculation, it was assumed that the helghendence of the magnetic force giverzliy Eq. (15) for the circular coil
is similar for the cylindrical coil used by Milleret al. If the distance between magnet and coit 4sAz, then
fz+A2)/f(2) = (z+ Az)/z - [(R? + z2)/(R? + (z + A2)?)]*/? holds. The displacement of the coil or of the neigran
be treated mathematically as the same, sfit¥e= f(z + Az) applies to the measurement obtained from seaaatkf2C =
f(z) applies to the measurement obtained from watépoth cases. Using the values (i-iv), the coil radiu= 20mm and
the distance = 40 mm for an unconsidered distance increaskzof 3 um yields a relative seawater density which is too
high by 10 g i®. R andz were estimated based on a sketch and a dimenftha fotation densimeter used (Millero, 1967).
If a temporal or permanent distance increase etkiatss not considered, an approximately lineasttg increase (or decrease)
as seen in Fig. 12b results.

The high sensitivity of the measurement densithéomagnet height position is one reason why magfietation densimeters
that were developed later and that share a simpiiaciple, e.g. that of Bignell (1982), use positisensing systems with

accuracies that are at least in the micrometererégmgeep the height, constant. The actual cause of the significandbef
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density deviations seen in Figs. 12a and b mayetber be an overestimation of the accuracy andigoecof the magnetic

flotation method used.

5.2 High pressure

TEOS-10 may be used to calculate densities forspres up to 100 MPa. In tii§, T, p > p,)-region of interest, the relative
density data given by Chen and Millero (1976), aHl as thermal expansion data given by BradshawSatdeicher (1970)
and speed-of-sound data given by Del Grosso (1®&d) used for fitting (Feistel, 2003 and 2008). i€ard Millero directly
measured the seawater density, i.e. the specifion® relative to water using a magnetic float d@eter whose magnetic
force on the float was determined as described @By contrast, the data of Bradshaw and Schlejaret of Del Grosso
allows only the calculation of difference densitigsing thermodynamic relations, i.e. relative toeference state of the
absolute seawater density with defined salinitjmgerature, and pressure.

An overview of the density deviation of TEOS-10rfréhe density—salinity relation in the entire sdjiiemperature region
for atmospheric pressure is given in Fig. 13a. iflkeease in the deviation with salinity seen in.Higja for 5 °C, 20 °C, and
35 °C is also present for 0 °C. For higher tempeest and salinities of around 20, the deviatiomdases unexpectedly. A
similar overview of the density deviation for 30 IR given in Fig. 13b. The density deviation fastpressure is higher than
that for atmospheric pressure. In the measurenegiam, this trend continues globally for up to 6®&as seen in Fig. 13c,
but, in the extrapolation region, discontinues ligctor up to 100 MPa as seen in Fig. 13d. Forpaissures, the densities
calculated using TEOS-10 are higher than the dessitlculated using the density—salinity relatibhe uncertainty in the
deviations, however, is not exceeded significaftthyhigher pressures.

Chen and Millero measured the seawater densitygusidensimeter that is similar to that for atmosichgressure used by
Millero et al. (1976), wherefore similar systemadieviations are likely. Both the thermal expangiata of Bradshaw and
Schleicher and the speed-of-sound data of Del @Greas only be compared with the density—salinitgtien, if the absolute
seawater and water density are included in theutzlon. The uncertainty in the water density cilted using IAPWS-95 is
10 g n13 for pressures up to 10 MPa and 30 for up to 100 MPa. Since the deviation between $EO and the density—
salinity relation shown in Fig. 13b—d is comparatolghis uncertainty, the water density may be wered as a cause. For
example, Lin and Trusler (2012) showed by rougkudation of the water density using their measugeeed-of-sound data
that the IAPWS-95 density for 0 °C to 40 °C andsprges up to 100 MPa is within its uncertainty, inaty be too low by a
few 10 g m®. A detailed analysis of this issue was given bygWéa and Thol (2015).
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6 Summary

A density—salinity relation for IAPSO standard sasawv was developed by means of highly accurateitgemgasurements
performed using a recently developed substitutiethd. This relation makes it possible to constbtetetermine (practical)
salinity by means of density measurement at a lgfvatcuracy that is comparable to that achieveohégns of a conductivity
measurement supported by PSS-78 and related ajgticautines. The relation has been developedfasaion of salinity,
i.e.Ap = f(S,T,p), relative to the density of water, as such a fiencvas better fitted to the measurements, thereygasing
the accuracy of the predicted results. The reldtorlid for seawater with the chemical salt cosipon of IAPSO standard
seawater, for the isotopic water composition ofrivie Standard Mean Ocean Water, and for an airagegtarof 100 % at all
temperatures and at atmospheric pressure. Thenefedensity is that of degassed water. The maasuteange comprises
0<5<35,5°C<T<35°C, and 0.1 MP& p < 65 MPa. In this range, the uncertainty in salinitglculated from
density) is 0.003 for atmospheric pressure and®f@0high pressures; the uncertainty in densifydidated from salinity) is

2 g m2and 6 g im?, respectively. Since the conditions occurringhie dcean cover a wider range, the relation rangalifity
has been extended to<0S <40, 0°C<T <40°C, and 0.1 MP«& p < 100 MPa. In this range, the uncertainty was
estimated to be a multiple of that in the measurgmange, i.e. usually twice as much. A validationtemperatures down to
0 °C was performed using additional density measards.

Density corrections for standard seawater were ldped. Because the chemical composition was chahgedteractions
with borosilicate glass material of the storageseésand because the seawater samples used iret®iraments were stored
for different periods, the measured densities wengected to a uniform (i.e. the original) chemicamposition. These
corrections are up to 3 g'fnBecause the isotopic water composition of theddad seawater changed due to the addition of
water (with less deuterium, oxygen-17 and 18) i pheparation of dilute seawater samples, the medsiensities were
corrected to the uniform isotopic composition of WSW. These corrections are up to 2.5 ¢.nA further density correction
was developed to correct the seawater air satar&id. 00 %; where the temperature changed whilgvag excluded, the
corrections were up to 1.5 g'fnTaken together, all corrections total more thanr 3.

The density—salinity relation was compared with thference equation of state for seawater TEOS-00.atmospheric
pressure, density deviations of up to 15§ mere found, which is significantly greater tham tHleviation uncertainty.
Moreover, a systematic, linear dependence on galivds found. One reason for the deviations idyike overestimation of
the accuracy of the density data that TEOS-10 @bag EOS-80) is based on in this region. For lggssures, density

deviations of up to 40 g Thwere found, which is of the same order of magmitas the deviation uncertainty.
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7 Conclusions

Seawater is changed during storage. Mainly silidimxide dissolves from borosilicate glass mateaiad forms silicic acid,
but over the long term, the solubility of otherggacomponents is also important. This affects #resitly of stored seawater.
If standard seawater is to be used as a denséyerafe material, the solubility of all glass comgrais must be quantified so
that the change in the chemical composition amkimsity can be calculated. This also includes #peddence of this solution
on temperature during storage; storage at low teayes may minimize this interaction. For longyestorage, container
materials that have a greater chemical resistammald be investigated.

Knowledge of the isotopic composition is esserfiial measurements obtained from seawater samplésateartificially
diluted with water from different locations, as tbeal isotopic water composition varies signifitgnFor natural seawater,
this may be important in marginal seas.

The data situation of recent highly accurate dgnsieasurements of standard seawater is poor, whiakhy further
measurements should be carried out using statieesfitt methods. The data of the density—salinitgticsn obtained in the
present study should be used as a correction tocSFED

Salinity is usually measured by means of a salinemmeasuring conductivity and being calibratedstandard seawater,
which is of natural origin. A long-term change hetsalt proportions in seawater cannot be detdmtehis way, as it will be
overwritten by the (re-)calibrations with standaeawater.

The density is sensitive to all components, incigdilissolved salts and gases (and even isotopas)can be determined
without natural reference materials. If the salinposition of standard seawater is changing in ¢ing-term, the density—
salinity relation provides a metrological basis detecting this change.

As possible changes in the seawater density arecteghto be of the order of measurement uncertaingven smaller, a
periodic assessment should be ensured over selmadlies. Since the introduction of the salinitgdaination using standard
seawater, forty years have passed without thispWpose a density measurement of any freshly peepstandard seawater
batch. A well-known example of such long-term assemt is the Keeling curve of the €@ontent in the atmosphere

(Scripps). For standard seawater, there should“Keeling curve” for density in future.

Data availability

The complete data used to develop and validatdehsity—salinity relation is provided in a digitalpplement.
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Appendix A: Reference water density

The calculation of the reference densiti%o assigned to the water reference for the substitutieasurements is based on
the equation of state (EOS) given by Wagner and® F2002), which was adopted by the Internationalo&sation of the
Properties of Water and Steam in 1995 as IAPWS-95:

H2O
Po- = Plapws-95; (A1)
wherepapws os IS valid for degassed water with VSMOW (IAEA, 20@8otopic composition. The values calculated kil
equation were therefore corrected to the air saturand isotopic composition of our water refereie calculate its density

accurately. The equation to correct for isotopimposition was taken from Tanaka et al. (2001) and i

H O
2" Uona?d) _ 53329 4 0,0166- 22 (A2)

gm~3
WhereAp?20 is the density difference due to isotopic composijts, andd;g are the isotopic abundances of deuterium and
oxygen-18 relative to VSMOW compositidh, = 3.98 °C (at maximum density), apg = 101325 Pa.
The correction for air saturation was taken fronmidg et al. (2005) and is (valid for 0 °C to 504@d 101325 Pa):

H0 -25 3
8p52°Tp0) _ T 7 (T
a0~ 0.103-2.371x 16°- (+75)  +182x 107 - (+75), (A3)

WhereAp‘.';20 is the density difference due to air saturatiod Biis the temperature.
We assumed the corrections for isotopic composé#imhair saturation are dependent on temperatarprassure and applied

corrections in the following manner:

H20
Ho0 Apy © (T )p) Ho0
Ap.? (T, p) = g ~Ap.? (T, ., and A4
Pc ( p) AP(?ZO(TpmaXrPO) Pc (Pmax pO) ( )
H20
Ho0 Apy < (T)p) Ho0
Apa# (T, p) =—Apﬁzo(w0) - Api?O(T, po), (A.5)
0 \

where the corrections are scaled to the densityatér with VSMOW isotopic composition based on theilid states of
temperaturd” and pressurg. The water reference density is consequently gxen

PreC = p° + Bpg? + Apy°. (A.6)
Uncertainties for the calculated densitigs\ws_os relevant for the temperature range of 5 °C to@giren by Wagner and
PruB are 1 g m for atmospheric pressure, 10 g*for pressures up to 10 MPa, and 307§ far pressures up to 100 MPa.
The uncertainties of corrections for isotopic cosifon and air saturation including the measuresiemd calculations

contribute 10 % to the overall uncertainty in teawater density measurements at atmospheric peg&thmidt et al., 2016).
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Appendix B: Relation uncertainty

The density—salinity relation is an empirical thephysical equation of state, the formulation of ethis determined by the
underlying measurement values and their assoadiateertainties, which were determined in accordavittethe Guide to the
Expression of Uncertainty in Measurement (GUM) d@ddgby the Joint Committee for Guides in Metrol¢g@GM) in 2008
(JCGM GUM, 2008).

To calculate the uncertainty in predicted resultthe density—salinity relation, the Monte Carlothwd (MCM) as described
in Supplement 2 to the GUM (JCGM GUM S2, 2011) applied. In the MCMn = 15,000 random values (for atmospheric
and high pressures) of each particular measurevadunt were generated based on the associated aintgdistribution; in
case of the relative density valuks, andAAp, this is at-distribution. The result is a data set witlsubsets that are used to
fit the equation coefficients times. The final value of a coefficient is obtalriey calculating the mean value of all (random)
coefficient values resulting from thefits. The standard uncertainty in a coefficienbigained by calculating the standard
deviation. For calculation of the uncertainty ipradicted value, the correlations between theofifficients have to be taken
into account. These are obtained by calculatingptivicular empirical correlation coefficients ugithe random data.

Since the applicability of MCM described in the GL82 is by definition limited to measurement modké usually involve
the use of physical laws, the uncertainty in a joted value determined in this way may not be cginst. For this reason, the
consistency of the predicted uncertainties hatevaluated.

A common approach to evaluate the consistencyfitfemuation is to compare the values of the fitideal 4 against their

associated uncertainty(4). A particularU(4) is calculated using the law of propagation of utaisty:

U(4) = J U(Apm)? + U(App)z +2-U(Dpm) - U(Bpy) - 7(Apm, Bpp), (B.1)
wherer(Apm, App) is the empirical correlation coefficient of theedicted and the measured value. Because in theofiess
e.g. the residual sum of squares (RSS) is minimittexdpredicted and measured densities are neitgggarelated; hence,
r(Apm, App) # 0. Since this is commonly not considered in the tescy verification, the uncertainty in predictealues
may be over- or underestimated (Schmidt, 2017).cbineelation coefficient(Apm, App) # 0 was obtained by calculating the
predicted value times using the subsets of the fit coefficients gained with the MiG@escribed above.

Next, every calculated residual uncertainty atabpbility of 95.45 % was compared to the correspuncesidual to evaluate
the uncertainty, which is associated to the predistalue. In case of the density—salinity relatonsistency verification,
95.45 % of the residuals had to be smaller thain #ssociated uncertainties, thuff = |Apm - App| < U(4). When this was
not the case and more than 4.55 % of the residugis higher than their corresponding uncertainttes,uncertainty in the
predicted value was increased gradually until titerion was fulfilled. The increased uncertaintgsathen adopted for any

predicted value in the corresponding atmosphertagir-pressure region.
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Table 1. Summary of the batches of the standard seawatgsles.

maDnallJt;stfure Salinity Homogeneity Calibration
mm/yyyy S Ua Vet ob ve o ve Reference
10/2011 4.9958 0.0006 4 0.0000 4 0.0002 4 P154
03/2011 9.9887 0.0006 6 0.000%1 4t 0.0002  4f P153
10/2011 14.9999 0.0005 8 0.0001 4 0.0002 4 P154
10/2011 20.0009 0.0007 7 0.0001 4 0.0002 4 P154
10/2011 25.0047 0.0005 17 0.0001 4 0.0002 4 P154
03/2011 29.9689 0.0006 25 0.0001 4t 0.0002  4f P153
03/2011 34.9917 0.0004 - - - - P153

aUncertainty calculated based %1, and reference salinity (of standard seawater).
®Mean standard deviation of 5 samples from batckégeded.

¢Mean standard deviation of 5 samples used for regidn.

dEffective degrees of freedom calculated based osetlof homogeneity, calibration, and referencepli

¢Degrees of freedom.
fValues are estimated.

Table 2.1sotopic abundances of water and seawater (NSVitural, DSW- diluted).

Type S ép U b18 U Source
— - %o %o %0 %o -
NSW 36.4 6.8 2.0° 1.06 0.2¢° (Ostlund et al., 1987)
H20 - -40.0 2.0 -6.50 0.20 (Darling et al., 2003)
DSW 5 -33.8 1.8 -5.50 0.18 -
DSW 10 -275 1.6 —-4.48 0.16 -
DSW 15 -21.1 14 -3.45 0.14 -
DSW 20 -14.7 14 —-2.42 0.14 -
DSW 25 -8.2 1.6 -1.37 0.16 -
DSW 30 -17 16 -0.32 0.16 -
IAPSO SSW 35 49 2.0 0.76 0.20 -

2Value is estimated.

Table 3.Dissolved silicate molality of some DSW samples.

Vessel Salinity  Storage Silicate  Uncertainty Batch
time in
years  umol kg? pmol kg?
1 5 4.1 36.1 5.4 P154
1 10 4.7 43.2 79 P153
2 10 4.7 48.5 ' P153
1 15 4.1 37.9 5.6 P154
1 20 4.1 41.4 40 P154
2 20 4.1 39.5 ' P154
1 25 4.1 39.7 4.0 P154
1 30 4.7 57.6 6.0 P153
2 30 4.7 59.9 ' P153
- 35 4.7 61.3 6.2¢ P153

2Estimated based on silicate molalities for saksitdf 10 and 30.
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Table 4. Values of the coefficients;; of Eq. (13).

i Value i Value i Value
0 O 2.65627133 x1®|1 1 8.0658117 x1B| 2 3  -4.1658 x10
0 1 -2.272462 x| 1 2 -8.62107 xi®| 3 0 -1.996354156 x1®
0 2 3.17932 xib| 1 3  6.3513 x10| 3 1 6.332479 x10
0 3 -2.78076 xth| 1 4 6.7777 x1b| 3 2 -2.182108 xi®
0 4 -3.7051 x10| 2 0 2.182680018 x| 4 O 9.16301655 x1®
0 5 -6.648 xI®| 2 1 -1.0724787 x1D| 4 1 -1.4043174 x1d
1 0 -1.198640497 x1®| 2 2 7.686316 xi®| 5 0 -1.68713114 x1®
Table 5. Values of the coefficients;;, of Eq. (14).

i ]k Value i ]k Value

0O 0 0 -7.739482 x| 1 0 3 3.8065 x1b

0 0 1 7.621224 x| 1 1 0 2.09786 xi®

0 0 2 247174 xiBb| 1 1 1 4.38047 %19

0O 0 3 -5109 xtb| 1 1 2 -25183 x10

0O 0 4 5.975 x| 1 2 0 8.72384 %19

0O 1 0 295926 xib| 1 2 1 1.7845 x19

0 1 1 -198326 xib| 1 3 0 -1.2344 x10

o 1 2 5.0082 x| 2 0 0 -3.72241428 x1d

0 1 3 -6.353 x| 2 0 1 1.8587744 x1®

0 2 0 -473032 xib| 2 0 2 -2.80757 xi®

0 2 1 -1.2834 xid| 2 1 0 -1.147437 x1b

0O 2 2 -7.863 x| 2 1 1 -2.9345 xi®

0 3 0 4.9266 xtb| 2 2 0 -4.66432 %19

0 3 1 -1.9762 xtb| 3 0 O 2.2414666 x19

0 4 0 -5.466 x| 3 0 1 -5.56069 x19

1 0 O 2.7623136 x1®| 3 1 O 6.98502 %19

1 0 1 -2061301 x1® 4 0 O -5.0878713 x19

1 0 2 5.30055 xi@



(b)

Figure 1. Set—up used to measure the seawater density énaspheric pressure and (b) at high pressurdsm(@tet al.,
2016). The arrows indicate flow direction in caquilf tubes.
VTD — Densimeter, PP — Peristaltic pump, V1 — Lagswitching valve, V2/V3 — Air switching valves, SWSeawater,

5 H,O — Water, HA — Humid air, CV — Cover, TW — Tap amtMA — Manometer for atmospheric pressure, MV etdd-
driven valve, HV — Manual valve, SP — Syringe puipiP — Manometer for high pressure (P1 — Full-rasgesor, P2 —
Low-range sensor). Dashed lines indicate tubesdfiltith oil.
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Figure 2. Density difference&pgr‘é‘; caused by isotopic water composition change {veléd IAPSO SSW) during preparation.
U — Estimated uncertainty.
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Figure 3. Seawater density increaspSy. caused by dissolution of glass material duringagte. Some calculated values of
samples used for density measurements (a) at atmospressure and (b) at high pressures (b). thiogy bars in (a) are
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Figure 4. Density correction due to air saturation correttiased on 100 % saturation at 20 UG- Estimated uncertainty.
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10 Figure 5. Residualsd (measured minus the predicted values) resultiogifthe fit ofAps™ (py). U — Uncertainty in the

density—salinity relation.
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Figure 6. Uncertainty in the density—salinity relation at18@5 Pa. (a) Uncertainty in the relative densityanfsaturated
seawater[J (Ap3V), that results from a calculation using salinitydaemperature values. (b) Uncertainty in salinitys),
that results from an inverse calculation usingriiative density of air-saturated seawater and &atpre values. The white
area indicates the measurement region equal tmfhhe data set used for fitting. The grey araficates the extrapolation
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Figure 10. Deviation of measured from predicted seawater ileasAp in the interpolation region at salinity 2.

U — Uncertainty in the density—salinity relation.
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5 Figure 11.Density deviation of TEQS-10 from the density—sgfirelation (i.e. TEOS-10 minus DSR) for degasseawater
at selected temperatures and atmospheric pregajiihe deviatiod\p increases linearly with salinity. The uncertaiintyhe
deviation is 8 g 1%, and is significantly exceeded at salinities highan 20. (b) By contrast, the salinity-35-redudedliation
is less than 5 g T
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Figure 12.Deviation of densities obtained from standard sd¢amusing a magnetic float densimeter by Millerale(a) The
deviation of the normalized densities of Milleroadt (JPOTS, 1981c, pp. 51-56) from TEOS-10 (i.dlekb et al. minus
TEOS-10) suggest that TEOS-10 is well fitted theréd) The deviation of the original densities ofl&fo et al. (1976) (i.e.
Millero et al. minus DSR) suggest a deviation thydgtematically increases with salinity. The denaitgertainty calculated

using the accuracy and reproducibility claimed bilevb et al. (1976) i€ g m~ and is significantly exceeded by most of the

deviations.

35



p=0.1MPa

40 40 f
30 30
z s
£ 20 £ 20}
A 3
10 10 +
0 0t 5
0 10 20 30 40 0 10 20 30 40
(@) Temperature / °C (b)
p=65MPa
40 40
30 30
g =
g 20 g 20
3 A
10 10
0 10 20 30 40 0 10 20 30 40
(c) Temperature / °C (d) Temperature / °C

Figure 13.Density deviation of TEOS-10 from the density—+s&firelation (i.e. TEOS-10 minus DSR) for degasseawater
(a) at atmospheric pressure, (b) at 30 MPa, (6ba#lPa, and (d) at 100 MPa. The uncertainties éndiwviation are 8 g T
26 g m3, 26 g m3, and 33 g . The deviations only exceed these uncertaintggsfaiantly at atmospheric pressure.
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