10

11

12
13

14

15
16
17
18
19
20
21

Meteorological conditions in a thinner Arctic sea ice regime from winter
through summer during the Norwegian Young Sea Ice expedition (N-ICE2015)

Lana Cohen?, Stephen R. Hudson?, Von P. Walden?, Robert M. Graham®, Mats A. Granskog1

1. Norwegian Polar Institute, Fram Centre, 9296 Tromsg, Norway

2. Washington State University, Department of Civil and Environmental Engineering, Pullman,
Washington, USA.

Corresponding author: Lana Cohen, email: Lana.Cohen@npolar.no
Draft: 15-February-2017

For submission to Journal of Geophysical Research — Atmospheres (N-ICE2015 special issue)

Keywords: N-ICE2015, Arctic, sea ice, Arctic meteorology, Arctic storms, atmospheric boundary layer,
Arctic Oscillation, Arctic Dipole anomaly

Highlights:

e Analysis of a new comprehensive meteorological dataset over Arctic sea ice from winter to
summer.

e Measurements of Arctic storms during winter show large but short-lived impact on
atmospheric temperature.

e Spring/summer atmosphere is characterized by persistent temperature and humidity
inversions indicative of clouds.
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Abstract

Atmospheric measurements were made over Arctic sea ice north of Svalbard from winter through
early summer (January—June) 2015 during the Norwegian Young Sea Ice (N-ICE2015) expedition. The
dataset, which is available publicly, represents a comprehensive meteorological dataset covering the
seasonal transition in the Arctic Basin over the new, thinner sea ice regime. Winter was characterized
by a succession of storms that produced short-lived (less than 48 hours) temperature increases of 20
to 30 K at the surface. The storms were driven by the hemispheric-scale circulation pattern with a
large meridional component of the polar jet stream steering North Atlantic storms into the high
Arctic. Non-storm periods during winter were characterized by strong surface temperature inversions
due to strong radiative cooling (‘radiatively clear state’). The strength and depth of these inversions
were similar to those during the SHEBA campaign. In contrast, atmospheric profiles during the
‘opaquely cloudy state’ were different to those from SHEBA due to differences in the synoptic
conditions and location within the ice pack. Storm events observed during spring/summer were the
result of synoptic systems located in the Barents Sea and the Arctic Basin, rather than passing directly
over N-ICE2015. These synoptic systems were driven by a large-scale circulation pattern typical of
recent years, with an Arctic Dipole pattern developing during June. Surface temperatures became
near-constant 0°C on 1 June marking the beginning of summer. Atmospheric profiles during the
spring and early summer show persistent lifted temperature and moisture inversions that are

indicative of clouds and cloud processes.



41

42
43
44
45
46
47
48
49
50
51
52
53
54
55

56
57
58
59
60
61
62
63
64
65
66
67
68
69

70
71
72
73

1. Introduction/Background

The Arctic is changing rapidly. Many studies have documented the decrease in sea ice extent and
thickness, the lengthening of the melt season, and the increasing amount of open water that have
been observed in recent decades [e.g., Maslanik et al., 2007a; Markus et al., 2009; Maslanik et al.,
2011; Stroeve et al., 2012; Vaughan et al., 2013; Stroeve et al., 2014]. Much of the Arctic is now
experiencing seasonal ice coverage and a greater portion of the ice pack is composed of first-year ice
[Nghiem et al., 2007; Maslanik et al., 2011; Comiso, 2012]. These changes have been accompanied
by considerable increases in Arctic surface air temperatures [Overland et al., 2008], increased
moisture fluxes [Woods et al., 2013], changes in precipitation [Screen and Simmonds, 2012], as well
as changes in the large-scale atmospheric circulation patterns [Overland and Wang, 2010; Overland
et al, 2012]. One of the main processes driving ‘Arctic Amplification’ (i.e., greater warming in the
Arctic than globally) is the sea ice albedo feedback [Serreze and Barry, 2011]. However, other
processes have been shown to be important, especially increases in longwave radiation associated
with moisture transport from lower latitudes [e.g., Francis et al., 2005; Graversen and Wang, 2009;

Kapsch et al., 2014; Park et al., 2015].

Several studies have shown that atmospheric circulation patterns can drive sea ice variability via
various mechanisms such as changes to surface air temperatures (SAT) [e.g., Graversen et al., 2011,
Yang et al., 2010] and sea surface temperatures (SST), shifts in wind patterns driving sea ice drift
[e.g., Ogi and Wallace, 2012], and changes to storm tracks and storm activity [e.g., Simmonds and
Keay, 2009; Zhang et al., 2013]. Trends in atmospheric patterns such as the Arctic Oscillation and
North Atlantic Oscillation have been linked to the variability in sea ice extent [e.g., Stroeve et al.,
2011; Deser et al., 2000], and while these links do not explain the fundamental processes driving
changes in the cryosphere, they can provide insights into the spatial and temporal variability of the
changes. Significant shifts in the ‘normal’ large-scale atmospheric circulation pattern during summer
months have been seen since 2005. In particular, a pattern known as the Arctic Dipole anomaly has
emerged [Overland et al., 2012]. This pattern has been suggested to have a causal relationship with
record sea ice loss in 2007 [Wang et al., 2009; Lindsay et al., 2009], and it has been suggested that
the Arctic may have entered a ‘new state’ of atmospheric variability [X. Zhang et al., 2008; Overland

et al., 2008].

Storm characteristics (e.g., occurrence, tracks, intensity) are intricately related to the large-scale
atmospheric circulation [Simmonds et al., 2008], and storms in the Arctic have been suggested to
have large impacts on sea ice [e.g., Simmonds and Keay, 2009; Screen et al., 2011; Boisvert et al.,

2016]. These storms transport heat and moisture from lower latitudes, and the strong winds
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associated with storms drive sea ice drift and upper-ocean mixing [Peterson et al., 2017; Meyer et al.,
this issue; Itkin et al., this issue]. From an atmospheric viewpoint, the role of increased moisture
convergence into the Arctic due to storms may be of most importance due to water vapor and cloud
feedback effects on longwave radiation. Storms and synoptic activity bring clouds, which can have
complicated impacts on the Arctic climate [e.g., Kay et al, 2008; Perovich et al, 2008; J. Zhang et al,
2008; Schweiger et al., 2008; Persson et al., 2016]. Clouds are an active area of research in the Arctic
as they are one of the primary uncertainties in our understanding of Arctic amplification [e.g.,
Sorteberg et al., 2005; Liu et al., 2008; Kay and Gettleman, 2009]. Recent studies have shown that
moisture transport associated with synoptic activity may explain some of the regional differences in
changes in sea ice extent and concentration, such as the large variability in the Barents and Kara Seas

[Kapsch et al., 2014; Park et al., 2015; Woods and Caballero, 2016].

The Arctic boundary layer is also of key importance for understanding the processes that drive sea ice
variability. Quantifying fluxes of heat and moisture between the atmosphere and ice or ocean
surface is necessary to quantify surface energy budgets over the Arctic, yet climate models have not
been able to fully capture the temporal or spatial variability of surface heat fluxes over the Arctic
[e.g., Walsh et al., 2009, Wyser et al., 2008; Pithan et al., 2014; 2016]. Important positive feedback
processes, such as the surface albedo feedback, water vapor feedback, and low-level cloud feedback,
occur within the atmospheric boundary layer. Low-level clouds have been shown to drive much of
the variability in the surface energy budget, as small changes in cloud cover and cloud properties can
lead to relatively large changes in the surface energy budget [Persson et al., 2002; Intrieri et al.,
2002]. Boundary layer properties in the Arctic are difficult to discern via satellite remote sensing.
Moreover, boundary layer processes are different from those at mid-latitudes due to combination of
high-latitude solar cycle and seasonal snow and ice cover. Therefore in-situ observations of the Arctic
boundary layer are essential for understanding the rapidly changing Arctic and for linking the
boundary layer processes to large-scale circulation patterns, which are more easily observed

remotely.

Previous field experiments (e.g., CEAREX, AOE-01, ASCOS) have produced valuable measurements
towards understanding Arctic sea ice-atmosphere interactions during the non-winter months
[CEAREX Drift Group, 1990; Tjernstrém 2005, Tjernstrém 2014]. However, there are far fewer
wintertime observations in the Arctic. The Soviet “North Pole” drifting stations made multiple year-
round atmospheric measurements from 1954—1991, followed by the Russian North Pole drifting
stations from 2003-2013 [Kahl et al., 1999]. Following this, the Surface Heat Budget of the Arctic
Ocean (SHEBA) experiment deployed a comprehensive suite of instrumentation to measure

atmospheric, ice and ocean properties for a full year in 1997-1998 [Uttal et al., 2002]. The
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atmospheric observations made during SHEBA still represent an important observational dataset
made during the Arctic winter [Persson et al., 2016]. However the Arctic has changed considerably in
the last two decades, and it is clear that the new, thinner sea ice regime is more susceptible to
atmospheric forcing [Maslanik et al., 2007a; X. Zhang et al., 2008; Lindsay et al., 2009]. Year-round
observations of the physical processes occurring in the Arctic cryosphere are essential for testing and
refining models, for developing and testing remote sensing observations, for assimilating into
reanalyses products, and for providing basic information on the rapidly changing state of the Arctic
[Wyser et al. 2008; Pithan et al., 2016]. Likewise, it is important to have such observations from a

variety of regions in the Arctic, with different synoptic and sea ice conditions.

The Norwegian Young Sea Ice expedition (N-ICE2015) provides the first comprehensive set of winter
measurements in a regime with younger and thinner sea ice that now dominates the Arctic. More
information about the various components of the experiment is described in Granskog et al. (2016).
This paper presents the meteorological measurements, with the goal of summarizing and
characterizing the atmospheric conditions during the N-ICE2015 expedition (January—June 2015).
This allows us both to put the accompanying results in context and to examine links between local
and large-scale conditions. A brief description of the N-ICE2015 expedition and the atmospheric
measurements are given in Section 2. Section 3.1 provides an overview of the meteorological
conditions during N-ICE2015 from winter through early summer. Section 3.2 presents an analysis of
the large-scale (Arctic-wide) atmospheric circulation patterns using reanalysis data, to put the
meteorological data in context of Arctic-wide atmospheric situation. Sections 3.3 and 3.4 discuss the
details of storm events and boundary layer conditions, providing some climatological context based
on reanalysis datasets and comparisons to previous observations over Arctic sea ice (e.g., SHEBA).

Finally, a summary and conclusions are given in Section 4.

2. Data

2.1 The N-ICE2015 expedition

The goal of N-ICE2015 was to improve our understanding of the current state of the Arctic sea ice
system and the fundamental processes that are driving changes in the Arctic [Granskog et al., 2016].
During N-ICE2015, observations of the atmosphere, ocean, ice dynamics, snow and ice physics, and
marine ecosystem were made in the Atlantic sector of the Arctic Ocean north of Svalbard from mid-
winter through early summer (Jan-Jun 2015). The Norwegian research vessel Lance was used as a
research platform and was navigated into the ice pack north of Svalbard in early January 2015,
moored to an ice floe, and drifted with the sea ice until it broke up. The break up of ice floes to the

point where instruments could no longer be deployed on the ice happened three times, and each
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time the ship was taken north again and instruments were redeployed on a new ice floe. A longer
break was taken from mid-March to early-April to re-fuel and re-supply in Longyearbyen. The four

drifts and their start and end dates are shown in Figure 1.

During each of the four drifts, Lance was moored to an ice floe and a science camp was established
on the floe. The length of time at each floe was as follows: Floe 1 = 38 days, Floe 2 = 24 days, Floe 3 =
49 days, and Floe 4 = 16 days. Atmospheric measurements were made both from the ship and on the
ice floe. The distance to the sea ice edge (> 15% sea ice concentration) was between 50 and 250 km
for most of the experiment [/tkin, pers comm]. However, the sea ice in this region was very dynamic,
and there were often open water leads nearby (within 1 km). The average location of the sea ice
edge during N-ICE2015, which showed short-term variability but no significant seasonal changes, is
shown in Figure 1. The general area for Floes 1 and 2 (Jan—Mar) was 81-83.5°N, 16—28°E and for
Floes 3 and 4 (Apr-Jun) was 80-83.5°N, 3—-16°E.

2.2 Atmospheric Measurements

2.2.1 Near-surface

Near-surface meteorological parameters were collected at the ‘Supersite’, which was established at
each new floe 300 to 400 meters away from the ship to minimize interference from the ship,
specifically with regards to heat and wind-shadowing. This site was the primary location for all off-
ship atmospheric instrumentation. Figure 2a shows an aerial image of the Supersite and its
relationship to the ship on Floe 3. At the Supersite, a 10-meter tower was installed 20 to 30 meters
from a small power distribution hut. Temperature, humidity, and wind sensors (Table 1) were
mounted on the tower approximately 2, 4 and 10 m above the snow surface (Figure 2b). The
datalogger enclosure was mounted at the base of the tower and all sensor data was collected by the
datalogger (Campbell Scientific CR3000) at 1 second resolution and averaged to 1 minute and 10

minute output files.

At the start of each drift, the Supersite was set up within a couple days after mooring to the new floe,
and the meteorological sensors ran continuously until floe breakup cut the power source (Floes 1 &
2), felled the tower (Floe 2), and/or necessitated evacuation of the site (Floes 3 & 4). Shorter data
gaps occurred in individual sensors due to cable problems, datalogger programming issues, or broken
sensors. Ship-based measurements of temperature, pressure, and wind (Table 1) provide data to fill
some of these data gaps, including times when the ship was moored to a floe but instruments at the
Supersite were not yet installed. The ship-based instruments were mounted on the ship’s mast
approximately 22-24 m above the sea ice surface. The ship-based temperature and pressure data is

not of the same quality as the Supersite measurements for several reasons including being more
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directly influenced by the ship, the temperature sensor was not actively ventilated, and these
instruments were not as well maintained as those at the Supersite. The ship-based wind sensor,
mounted at ~24 m above ground level (agl), was used to reconstruct gaps in the 10 m wind data and
is used in subsequent analysis; details of this reconstruction are described below in detail. The ship-
based temperature and pressure were not used in any of the analyses, but provide an extended
dataset for evaluating trends and other applications where high-accuracy measurements are not

necessary. A summary of the instrumentation details and dates of operation is given in Table 1.

The pressure sensor (RM Young 61302V) was mounted inside the datalogger enclosure at the base of
the tower with a port exposing it to the atmosphere. Temperature and relative humidity was
measured with Vaisala HMP155 sensors mounted inside triple-walled actively aspirated radiation
shields (RM Young Model 43502). The capacitive humidity sensor measures relative humidity directly
and is calibrated with respect to liquid water (RH,,); measured values were then converted to relative
humidity with respect to ice (RH;) using the WMO standard [World Meteorological Organization,
2008].

Wind speed and direction were measured with 2D ultrasonic wind sensors (Lufft Ventus V200A-
UMB), which were mounted at the end of arms ~1.5 m from the tower for the 2 and 4 m heights and
mounted at the top of the tower for the 10 m height (Figure 2b). The sensors were heated to
mitigate data losses due to transducer icing, and the sensors at 2 and 4 meters were never observed
to have ice or frost on them (the 10 m sensor could not be visually inspected from the ground).
Intermittent problems with the wind sensors during Floe 1 created considerable data gaps in the
wind speed and direction datasets during this period (65% for 10 m height); these gaps were
reconstructed using the ship-based wind data as described below. To correct the wind direction on
rotating ice floes, wind directions were adjusted using Lance’s navigation system. A daily direction
‘offset” was calculated from the change in the ship’s GPS-based navigation system. When the floes
were rotating more quickly (e.g., at the late stages of Floe 2 and Floe 3, and all of Floe 4), the change

in heading was calculated and applied at 3-hourly intervals.

Missing periods of data in the 10 m wind speed (indicated in Figure 3) were reconstructed from the
ship-based wind sensor data (Thies Clima 2D ultrasonic), which was mounted at ~24 m. The wind

profile power law was used to calculate wind speeds at 10 m using the 24 m wind speed values:
a
U, =U, * (Z/Z ) , Where U, is wind speed at height Z, U, is wind speed at reference height (24 m),
r

and a is an empirically derived value that depends on atmospheric stability. For all concurrent
measurements of the 24 m and 10 m wind speeds (at 1-minute resolution), a was calculated as a

function of U,. The function for o can be approximated linearly within each of three wind regimes: U,
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>10ms™, 5<U,< 10, and U, < 5ms™. Using a (U,), winds were then calculated for the 10 m level.
Comparing the measured 10 m wind speeds to the calculated 10 m wind speeds yields r = 0.97 and
RMSE = 0.58 m s, and the residual’s mean and standard deviation is 0.07 and 0.88 m s ' respectively.
The reconstructed wind speeds account for 31% of the total dataset; most of these periods occur

during Floe 1 (shown in Figure 3).

During Floes 1, 2, and 3, precipitation was collected in a Tretyakov shielded gauge, mounted 1-1.5 m
above the surface and located 10 to 15 m from the meteorological tower. The contents of the gauge
were collected daily at ~0700 UTC, melted (with lid on), and the water equivalent amount was
measured to the nearest millimeter. Water volumes less than 1 mm were reported as ‘trace’.
Blowing snow and mixed solid/liquid precipitation events were also noted. One mm water equates to
approximately 3 to 10 mm snow, depending on snow density. Measuring solid precipitation presents
many challenges, and measurement biases are known to occur due to wetting losses, evaporation or
sublimation, and wind undercatch. No corrections have been made for wetting loss errors as these
are much less than the resolution of our measurements [Goodison et al., 1998]. Wind undercatch is
by far the most significant factor for errors in measuring solid precipitation. For Tretyakov shielded
gauges, wind undercatch loss is on the order of 25 to 30% and can be up to 50% for high wind speeds
(> 10 m s™) [Goodison et al., 1998; Rasmussen et al., 2012]. We have not corrected the measured
precipitation values for wind conditions as the WMO undercatch corrections are only valid for wind
speeds under 6 m s, and Sugiura et al. (2006) show that, for these gauges, there is such
considerable scatter in the undercatch ratio at higher wind speeds that extrapolating beyond 6 m s™

is not appropriate.

2.2.2 Upper-air

Vertical profiles of temperature, relative humidity, and winds were measured from just above the
surface to heights of up to 30 km using balloon-borne radiosondes [Hudson et al., 2017; Kayser et al.,
this issue]. The radiosondes were launched twice daily and coordinated with the WMO radiosonde
network, with launches around 1100 and 2300 UTC to observe the atmosphere between 1100-1200
UTC and 2300-0000 UTC. Data from the sondes were transferred in near real-time to the Global
Telecommunications System (GTS) data archive, to allow for incorporation into forecast models and
reanalyses. Vaisala RS92-SGP sondes transmitted measurements back to the ship at 1-second
resolution. Data were received, processed, and output with the Vaisala MW31 ground station.
Ground checks were performed on each sonde to make sure that the sensors were functioning
properly. Horizontal wind velocities and directions are derived from GPS measurements as the sonde

moves with the winds. Heights above ground level have been calculated using pressure and
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temperature. A total of 258 soundings were collected during the N-ICE2015 expedition between 16
January—26 March and 17 April—22 June.

3. Results and Discussion

3.1 Meteorology overview
For the N-ICE2015 meteorological data analysis, we define ‘winter’ as January—March (JFM), ‘spring’
as April—May (AM), and ‘summer’ as June for both physical and practical reasons. The month of
March is more similar to winter than to spring in the high Arctic. For example, during N-ICE2015 the
near-surface and upper atmospheric conditions are similar to those in mid-winter (December—
February), incident sunlight remains near zero, and ocean dynamics, sea-ice, and biological systems
remain generally unchanged from their winter states. This division between winter and spring also
corresponds with the data gap between Floe 2 and Floe 3, which occurred from late March to early
April. During April and May, the surface and atmosphere transitioned from spring conditions to
summer conditions on 1 June. By 1 June, the near-surface temperature had risen to 0°C and

remained fixed near this value for the remainder of the experiment (Fig. 3b).

The full time-series of 1-minute resolution pressure (P), temperature (T), relative humidity (RH), wind
speed, wind direction, and precipitation measurements [Hudson et al., 2015] are shown in Figure 3.
As described in Section 2, gaps in the time series are due to ice floe break-up and subsequent
relocation to a new floe. The drift of each of the floes, and the dates they were occupied, are shown
in Figure 1. The dates and details of the meteorological measurements are given in Table 1. Ship-
based meteorological data is also shown in Figure 3, as discussed in Section 2. The ship-based wind
speeds are adjusted to represent 10-m wind speeds. However, the ship-based temperature
measurements and wind directions are unadjusted for height differences between the sensors. The

ship-based temperature and pressure measurements are not used in any of the subsequent analysis.

Surface (sea-level) atmospheric pressure is shown in Figure 3a. The atmospheric pressure varied
considerably during the winter, with rapid drops of over 30 hectopascals (hPa) occurring several
times. The lowest pressure recorded was 965.4 hPa on 16 March. Surface pressure was less variable
during the spring and summer compared with winter, and the mean pressure during spring and
summer was higher than in winter (winter mean: 1000 hPa, spring mean: 1014 hPa). Thisis a
reflection of the normal polar vortex weakening from winter to summer. The large pressure drops
seen in winter are coincident with large increases in temperature, high wind speeds, and

precipitation events and indicate the occurrence of synoptic-scale storm events in the region (Fig. 3).
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Daily precipitation values are indicated in Figure 3a by blue stars. As discussed in section 2.2, these
measurements may significantly underestimate actual precipitation values particularly during high
winds. However, it is clear that all the precipitation events correspond to synoptic events during N-
ICE2015, and that the larger storm events (as identified by pressure drops) produced more
precipitation. The largest snowfall event was during the storm in early February, and produced a

total of 20.3 mm water equivalent over five days (Figure 3a).

Near-surface air temperature (2 m) is shown in Figure 3b. During January and February,
temperatures are mostly between -30 and -40°C and similar low temperatures were experienced
during non-storm periods in March. The lowest temperature recorded was -41.3°C on 30 January.
During winter, the most notable feature of the temperature is the large variability. There are several
instances of rapid temperature rises, and subsequent decreases, of over 30 K over periods of a
couple of days. In three of these cases the temperature increased over 20 K in less than 24 hours.
Each of these warming events brought temperatures to near 0°C. The storm events associated with
these temperature variations are associated with transitions from the radiatively clear to the
opaquely cloudy state [Graham et al., 2016]. These storm events are discussed in greater detail in

section 3.3 and by Graham et al. [2016], Kayser et al. [this issue] and Walden et al. [this issue].

Near-surface temperatures in spring show the normal seasonal rise in temperature. The highest
recorded temperature was +1.7°C on 15 June. With the exception of two temperature increases to
just above 0°C on 16 May and 19 May (which were both associated with a single storm),
temperatures during spring do not rise above -10°C until 24 May. The onset of summer, as seen from

temperatures at near-constant 0°C, is 1 June.

Meteorological data collected during the SHEBA experiment (October 1997 to October 1998)
provides an opportunity to directly compare meteorological parameters collected over Arctic sea ice
in winter [Uttal et al., 2002; Persson, 2011]. Direct comparison with SHEBA is difficult as the SHEBA
drift was located on the opposite side of the Arctic basin and further into the ice pack. However
some Arctic-wide processes (e.g., boundary layer dynamics and cloud properties) are similar at both

sites, and the differences illuminate regional variation and synoptic variability [Graham et al., 2016].

Near-surface temperatures for SHEBA (1997-98) for the same winter period (JFM) show generally
colder conditions with more frequent occurrence of -35 to -40°C temperatures. Winter temperature
variability during SHEBA was less extreme than during N-ICE2015. For example, the highest
temperature in SHEBA from Jan—Mar was: -10°C, compared with 0°C during N-ICE2015. The warm

events during SHEBA were also associated with the opaquely cloudy state. However, these were

10
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much less intense than the storms experienced during N-ICE2015. This is demonstrated by the much
lower surface pressures measured during the N-ICE2015 storm events (winter minimum: 965.4 hPa)
as compared to SHEBA (winter minimum: 992.0 hPa) and summarized further by Graham et al.,

[2016, Table 1].

During the spring period, the range of N-ICE2015 surface pressure (999.7—1031.6 hPa) was similar to
that during SHEBA (999.7—1038.4 hPa). From April to June, temperatures at SHEBA rose on similar
timescales as during N-ICE2015, with the date of the onset of the summer melt season (as indicated
by near-constant 0°C temperatures) occurring at nearly the same time (29 May for SHEBA, 1 June for
N-ICE2015). The onset of summer is also comparable to that reported from the Tara Expedition
(April-Sept 2007). Tara drifted in a similar region of the Arctic as N-ICE2015, but was located further
north (central drift location 87.6°N, 63.8°E). The onset of summer as defined for the Tara Expedition
(mean diurnal temperatures above -1°C) occurred on 9 June (2007) [Vihma et al., 2008] and on 3

June for both N-ICE2015 and SHEBA using the same definition.

As with SHEBA, the amplitude of the mean diurnal temperature cycle during N-ICE2015 was largest
during April and May and decreased significantly after the melt onset (1 June for N-ICE2015, 29 May
for SHEBA) [Persson et al.,2002]. The mean diurnal amplitude for April (20-30 April) was 2°C, for May
was 1.8°C, and for June (1-20 June) was 0.9°C. The N-ICE2015 diurnal amplitudes are smaller than
those for the same periods during SHEBA, which were 4.5°C, 2.5°C, and 1.4°C respectively. This
primarily reflects the larger mean downwelling shortwave radiation at SHEBA (mean diurnal
maximums for April, May, and June periods were 100-150 W m™ larger during SHEBA) [Walden et al.,
this issue; Persson, 2011] as a result of SHEBA’s lower latitude (central drift location Apr-June:
76.4°N), but is likely also indicative of the different synoptic settings as discussed further in Section

3.3.

Near-surface (2 m) relative humidity with respect to ice (RH;) during N-ICE2015 is plotted Figure 3c.
During winter, conditions at the surface were always near saturation, or super-saturated, with
respect to ice. This is corroborated by the frequent observations of ice fog and hoar frost during this
period. In the spring, RH; is more variable and is mostly sub-saturated, but remains above 80%. There
were two short periods (20-22 April and 24 May) where RH; drops below 80%. Both of these
instances are likely due to dry polar air being advected into the region (based on NOAA-GFS surface
pressure maps, not shown). The temporal variability of RH; during N-ICE2015 is similar to that of
SHEBA, where conditions remained mostly supersaturated until April, and then became more

variable and near saturation (> 80%) [Andreas et al., 2002].
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Wind speed and wind direction (10 m) are shown in Figure 3d. These measurements include the
‘reconstructed’ 10 m winds from ship-based wind measurements as discussed in section 2.2.1. The
highest wind speeds occurred during the storms in winter with the highest 1-minute wind speed
recorded at 22.5 m s on 15 February. Occurrences of strong winds during the winter period of N-
ICE2015 are coincident with pressure drops and temperature increases due to storm events (Fig. 3).
Wind rose plots for the winter and spring/summer periods are shown in Figure 4 and indicate a clear
difference in the wind regimes for the different seasons. Winds during winter were more variable in
both direction and speed with a higher occurrence of strong winds (> 10m s™) in winter (20% in JFM
versus 10% in AMJ) but about equal occurrences of very low winds (< 2 m s™) (5% in JFM versus 6% in
AM)). The strongest winds during winter were east-southeasterly, but there was also a large
occurrence of northwesterly strong winds. The strongest winds during AMJ were all northeasterly.
These patterns are consistent with the differences in the storms that occurred during the two
periods, and this is discussed further in section 3.3. Mean 10 m wind speeds during N-ICE2015 were
considerably higher than those measured during SHEBA. SHEBA mean wind speeds for both the
winter (JFEM) and spring/summer (AMJ) periods was 4.9 m s™ while for N-ICE2015 mean wind speeds

were 6.8 m s and 6.1 m s™ for winter and spring/summer respectively.

Probability distributions of T, P, RH;, and wind speed for both JFM and AMJ are shown in Figures 5a-h.
The 2m temperature distributions (Figures 5b and 5f) show bimodal distributions in both seasons.
For winter this is due to the distinct contrasts between the storm and non-storm periods related to
the opaquely cloudy and radiatively clear states [Graham et al., 2016; Stramler et al., 2011]. In
contrast, for spring and summer this bimodality represents the seasonal transition (e.g., 72% of
temperatures >-5°C occur in June. Figures 5c and 5g also illustrate the differences between the
winter and spring relative humidity with larger variability during spring and the near-constant

saturated and super-saturated RH; conditions during winter.

To put the N-ICE2015 observations into climatological context, Figures 5a-h include the mean
distribution (dashed line) from the ECMWF ERA-Interim (ERA-I) reanalysis data [Dee et al., 2011]
from 1979-2015. ERA-lis used here as it has been shown to perform well in the Arctic when
evaluated against in-situ data [Lindsay et al., 2014]. The values used for the climatology are for the
ERA-I grid-point corresponding to the central N-ICE2015 location for each season (JFM: 82°N, 20.5°E;
AMJ: 81°N, 12°E). The full JFM (5a-d) and AMJ (5e-h) time periods were used to calculate the
reanalysis distributions (i.e. the time periods are slightly longer than the corresponding N-ICE2015

time periods). The shaded region indicates the range of all ERA-I distributions for each season.
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Figure 5a shows that N-ICE2015 experienced much higher frequencies of low pressures during the
winter than the climatology indicating that the frequency of strong storms in this region was unusual.
The observed wind speeds during winter (Figure 5d) also show a slight bimodal distribution which is
likely indicative of the long calm periods that occurred between the passage of the storms and the
high winds during the storms. The winter N-ICE2015 temperature distribution peak around -30°C is
primarily due to the frequent calm, cold periods experienced during surface temperature inversions
(discussed further in Section 3.4). The peak winter temperature in the ERA-I climatology is much
warmer compared with N-ICE2015 (Figure 5a). This is partly the result of a warm bias in ERA-I for cold
and calm periods, likely due to the model’s poor simulation of shallow surface inversions in the Arctic

[Tjernstrém and Graversen, 2009; Graham et al., 2016].

3.2 Large-scale atmospheric circulation during N-ICE2015

3.2.1 Arctic Oscillation and North Atlantic Oscillation
To place the local-scale meteorology in context with the synoptic scale, we use the NCEP Reanalysis

datasets from NOAA/OAR/ESRL PSD (www.esrl.noaa.gov/psd/) [Kalnay, et al., 1996] to analyze

pressure (geopotential height), temperature, and wind patterns over the Arctic during the six month

period of the N-ICE2015 expedition.

The winter period was characterized by an unusual atmospheric circulation pattern in the Northern
Hemisphere, with a strong polar vortex centered over Greenland and northeastern Canada. This can
be seen in the 500 hPa geopotential height (GPH) field in Figure 6a (solid contours). Figure 6a also
shows the GPH anomaly from the climatological mean (1981-2010) in colored shading, which shows
that the polar vortex was deeper (lower GPH) than normal and shifted over eastern North America.
The cold air constrained by the polar air mass can be seen in the low-level air temperature anomalies
(Figure 6b). During this period, eastern North America experienced colder than normal temperatures,
while in western North America (and across the Arctic and Eurasia) temperatures were warmer than

normal.

Because of the position of the polar air mass, the jet stream (which roughly follows the steepest
gradient in 500 hPa GPH) in the North Atlantic sector of the Arctic during winter had an anomalous
meridional component. This had the effect of steering North Atlantic-generated storms into the high-
Arctic (north of 80°N). This is reflected in the near-surface (925 hPa) anomaly wind vectors shown in
Figure 6¢. Southerly anomalies are evident in the Greenland and Norwegian Seas and persist as far
north as Svalbard and the Barents Sea. Sea ice extent (SIE) in the Barents and Kara Seas was affected
by the southerly winds, particularly the succession of storms that tracked into this region during

February and March. The resulting low SIE in this region contributed strongly to the early occurrence
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of the annual Arctic-wide maximum SIE. This was observed in late February 2015, rather than March,
and moreover 2015 was the lowest maximum SIE in the 1979—2015 satellite record [Perovich, et al.,

2015].

The 2015 near-surface temperature and wind anomalies during spring/summer clearly contrast with
the anomalies during winter (Figs 6e-f). These are indicative of the large scale circulation changes
that occurred from winter to spring/summer. Figure 6d (contours) shows the seasonal weakening
and expansion of the polar vortex over the central Arctic and Barents Seas, with more zonal flow
across the Atlantic sector of the Arctic during spring/summer. The cold temperature anomalies in
North America waned as the cold polar air shifted and warmed in AMJ. A significant positive
temperature anomaly developed in spring/summer in the western Siberia/Kara Sea region (Fig 6e)
associated with a southerly wind anomaly (Fig 6f). These winds were driven by the pressure gradient
between a persistent high pressure anomaly over central Siberia and low pressure over northern
Scandinavia (Fig 6d). In the region just south of N-ICE2015, between Greenland and Svalbard, near-
surface wind anomalies shift from southerly in winter to northerly in spring/summer. In the N-
ICE2015 region the warm temperature anomalies seen in winter (+3-4 K) are not seen in

spring/summer where temperature anomalies are near zero (-1 to +1 K).

The Arctic Oscillation (AO) is the primary mode of Northern Hemispheric atmospheric variability and
the AO index in large part describes the variability in strength of the polar vortex. Positive (negative)
values of the AO index indicate a strong (weak) polar vortex. This means that the polar air mass is
more (less) confined, and that the predominantly westerly winds that encircle the polar air mass are
stronger (weaker) and located further poleward (equatorward). Variability in the AO has been linked
to Arctic atmosphere and sea ice variability [Rigor et al., 2002]. However recent studies have shown
that since the 2000s, the AO is less well correlated with sea ice variability in the Arctic than the Arctic
Dipole anomaly (discussed further below) [e.g., Stroeve et al., 2012, Overland et al., 2012].The AO
index for the N-ICE2015 period is shown in Figure 7.

The North Atlantic Oscillation (NAO) index is also shown in Figure 7. The NAO can be considered the
regional (North Atlantic) manifestation of the AO (Thompson and Wallace 1998). Both the NAO and
AO indices were strongly positive in the winter of 2015, and more neutral for most of the second half
of N-ICE2015 during spring. Both indices became negative in July after N-ICE2015. The NAO describes
the pressure situation and strength of the westerlies in the North Atlantic. Positive AO/NAO is
associated with more zonal jet structure while negative AO/NAO typically associated with more
meridional components to the jet stream due to a more ‘wavy’ structure. However, during the 2015

winter, although the AO and NAO were positive, the jet stream in the Atlantic sector had a large
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meridional component due to the position of the polar vortex being centered over Canada (Figure
6a). The anomalous northward-component of the jet stream in the Atlantic sector of the Arctic had
the effect of driving cyclones generated in the North Atlantic northward into the high Arctic. In
addition, the NAO and AO have been shown to have a strong relationship with cyclogenesis in the
North Atlantic and Arctic, where positive AO/NAO indices correlate with more numerous and deeper
cyclones [Simmonds et al., 2008]. Thus, the succession of winter storms observed during N-ICE2015

were driven by the large-scale atmospheric conditions during this period.

The winter following N-ICE2015 (2015/2016) also experienced significant Arctic-wide warming and
low sea ice anomalies driven by cyclonic activity. Recent studies have linked this to similar large-scale
atmospheric conditions as N-ICE2015 (i.e. a northward component of the jet stream in the Atlantic
sector of the Arctic) [Boisvert et al., 2016; Cullather et al., 2016; Moore, 2016; Overland and Wang,
2016]. Thus, understanding the N-ICE2015 winter large-scale conditions and links to synoptic
variability are relevant to understanding changing Arctic conditions. Further analysis of the storms

observed during N-ICE2015 is presented in Section 3.3.

3.2.2 Arctic Dipole Anomaly

During the spring and early summer, atmospheric circulation patterns shifted towards an Arctic
Dipole (AD) pattern, with high pressure over the western Arctic and low pressure over the eastern
Arctic. The surface wind fields that develop during an AD pattern have been linked to the sea ice
minimums in 2007, 2010, and 2011 [e.g. Stroeve et al., 2012, Wang et al., 2009, Lindsay et al, 2009,
Ogi and Wallace, 2012]. The AD pattern leads to a pressure gradient across the Arctic that drives
winds across the Arctic basin from the Bering Sea to the Greenland and Barents Seas. This drives
increased heat and moisture transport into the Arctic from the Pacific [Graversen et al., 2011; Kapsch
et al., 2014], and increased ice export through the Fram Strait, as well as weakening of the Beaufort
Gyre [Wu et al., 2006, Maslanik et al., 2007b]. In addition to the wind forcing, the AD has been
shown to influence sea ice variability through changes to the cloud cover and surface radiative
balance [e.g., Kay et al., 2008, Schweiger et al., 2008, Graversen et al., 2011, Stroeve et al., 2012;
Kapsch et al., 2014].

We see evidence of a developing AD pattern in late May and June. The June 2015 sea level pressure
fields (from NCEP reanalysis) in Figure 8a show lower pressures across eastern Arctic and higher
pressures over much of the western Arctic. The pressure gradient between low pressure centered
over the Barents Sea and the high pressure over Greenland produced near-surface (925 hPa)
northerly wind anomalies in Atlantic sector (Figure 8c) which likely enhanced ice export during this

period. On the eastern side of the Barents Sea low pressure, southerly wind anomalies (Figure 8c)
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coincide with the warmest near-surface (925 hPa) temperature anomalies in the Arctic, as seen in

Figure 8b.

There is a clear transition in the N-ICE2015 surface winds in late May that reflects the changes in the
larger scale circulation. Measured 10 m winds at beginning of spring (18 Apr to 20 May) are lighter
and more variable than winds later (20 May to 19 Jun), which were stronger and more northeasterly
(Figure 3d). Both of these periods had the same number of storm events (described in section 3.3).
For the first half of spring, the mean wind speed was 5.7 m s™*, with wind speeds over 10 m s™ only
occurring 3.5% of the time; for the second half, the mean wind speed was 6.5 m s, with wind speeds
over 10 m s™ occurring 16% of the time. Wind directions also changed between these two periods,
with winds becoming more northeasterly during the second half (43% versus 61% of wind coming

from the northeast sector (0-90°)).

The changes in surface winds correspond to a significant reorganization of the Arctic atmospheric
circulation pattern, which occurred from late May to early June. Daily 500 hPa geopotential height
reanalysis maps (NCEP) (not shown) during this reorganization period show a persistent high
pressure ridge over Western Canada/Alaska. This spreads across the Arctic and develops into upper-
level ridging over Greenland in early June, with troughs developing both east and west of the ridge.
The alternating regions of northward and southward flow anomalies over Canada and Greenland
(yellow arrows in Figure 8c) are associated with the persistent ridging over Greenland caused by
blocking events and may be indicative of a causal relationship for the AD [Hanna et al., 2013;

Overland et al., 2012].

3.3 Synoptic Events

Synoptic-scale storms influence the cryosphere and ocean on both local and Arctic-wide scales.
Individual storms are relatively transient events lasting on the order of 3-10 days, but storm
occurrence, trajectories, and intensities are integrally related to the large-scale atmospheric
circulation. Therefore, synoptic storms provide links between large-scale to local-scale effects that
have been shown to directly influence Arctic SIE. Specifically, these events change the energy balance
over large areas of the Arctic via heat and moisture advection, cloud radiative forcing, and turbulent
mixing of the atmospheric boundary layer [e.g., Graversen et al., 2008; Sorteberg and Walsh, 2008;
Screen et al., 2011; Persson et al., 2016]. These events are also important for ocean and sea ice
processes as drivers of mechanical sea ice disintegration [Parkinson and Comiso, 2013] and sea ice
drift [Comiso et al, 2008; Lindsay et al., 2009, Ogi and Wallace, 2012], precipitation [Screen and

Simmonds, 2012], changes to sea surface temperatures (SST) [Perovich et al, 2008; Steele et al, 2008],
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and changes to upper-level ocean mixing and structure [e.g., Yang et al., 2004, Zhang et al., 2013;

Meyer et al., this issue; Peterson et al., 2017].

Table 2 provides a summary of the storms experienced during N-ICE2015. Storms are defined
primarily by periods of strong winds and secondarily by decreases in atmospheric pressure. It is
important to emphasize that the storm definitions used here are based only on the local conditions
measured at the N-ICE2015 site so that they can be used in conjunction with other (multidisciplinary)
N-ICE2015 observations. However, we show in the following analysis how the local characteristics
correspond to the larger-scale synoptic conditions. The durations of the storms are defined by
windiness, since this is the most influential feature of the storms that drives key parts of the ocean-
sea ice system such as sea ice drift, snow distribution, ocean mixing, and turbulent heat fluxes. In
particular, storms are defined as periods with 10-minute average wind speeds > 8 m s that last for
more than 3 hours, with no breaks longer than 1 hour. The intensity of the storms is characterized by
the maximum rate of pressure decrease over a 6 hour period. Events that experienced a pressure
decrease greater than 5 hPa in 6 hours are classified as ‘Major’ (M) storms, while those with a
maximum rate of decrease less than 5 hPa in 6 hours are ‘minor’ (m) storms. This value is somewhat
arbitrary. However, it correlates well with the duration of storms and other attributes listed in Table
2, such as peak wind speed, minimum pressure, and temperature increase during the storm. In
general, the ‘Major’ storms experienced longer duration at N-ICE2015, stronger wind speeds, lower
pressure and larger temperature increases than the minor storms. Peak wind speeds are based on
the 1-minute average winds. To determine the pressure and temperature values, we use the period
of one day before and after the strong wind period to capture the full range of pressure decreases

and temperature increases.

3.3.1 Winter

As seen in Table 2, the most intense storms occurred during the winter. Six ‘Major’ storms were
observed during the N-ICE2015 winter. Each ‘Major’ storm shows a considerable pressure decrease,
large increase in temperature, high wind speeds, and precipitation (Figure 3). Storms M2, M3, and
M6 were the most intense events, with pressures decreasing below 970 hPa, a decrease of over 60
hPa during M2 (1029 hPa to 967 hPa), peak sustained wind speeds around 20 m s, and rapid
temperature increases of greater than 30 K. All of the ‘Major’ winter storms brought near-melt
temperatures to N-ICE2015 site and to large portions of the Arctic, particularly in the Atlantic sector,

as seen in NOAA Global Forecast System (NOAA-GFS) maps (Figure 9).

Figure 9 shows the NOAA-GFS maps of sea level pressure (SLP) and surface temperature for each of

the six ‘Major’ winter storms at the date/time (nearest 12-hourly interval) of lowest N-ICE2015-
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measured pressure. The N-ICE2015 site is marked by an ‘X’ and black dots indicate the approximate
center of the low pressure at daily intervals during the N-ICE2015-defined storm period and for 4
days prior. These storms clearly all show similar locations while impacting N-ICE2015 and have similar
tracks travelling north into the Arctic via the Greenland Sea between Greenland and Svalbard. Storm
M2 shows a particularly complex situation starting with a low pressure system travelling over the
Greenland Ice Sheet and spinning off two smaller lows over northern Greenland (as noted by
differently-shaded dots labeled ‘4-Feb’ and ‘5-Feb’). A detailed analyses of this storm from
radiosonde profiles is presented in Kayser et al. [this issue]. Storm M4 travelled more slowly than the

other storms and is the only storm to track east of Iceland before entering the Greenland Sea.

The wind rose plots in Figure 4a and winds in Figure 3d corroborate the common pattern of the
‘Major’ storms. For each storm, they show strongest winds from the east-southeast and northwest.
As the storm systems approached N-ICE2015 from the south, strong east-southeasterly winds occur,
changing to northwesterly winds at the later stages of the storm passage. The shift in wind directions
are associated with warm air advection and subsequent cold air advection, leading to the rapid
warming and cooling seen in Figure 3 and in further detail in Kayser et al. [this issue] and for other
Arctic storms in Persson et al. [2016]. The storms typically dissipated within two days of entering the
high-Arctic. The three ‘minor’ storms (not shown) also tracked north up the Greenland Sea, but

remained south of Svalbard before tracking east over the Barents Sea.

Previous studies indicate that the Greenland Sea is a common pathway for intense cyclones to enter
the high-Arctic [Tsukernik et al., 2007; Sorteberg and Walsh, 2008; Simmonds et al., 2008].
Knowledge of whether the frequency and intensity of the storms during N-ICE2015 are unusual is
important. Comparison of the winter surface pressure distribution measured during N-ICE2015 with
that from the ERA-Interim climatology (1979-2015) in Figure 5 suggests that these storms were more
frequent and/or more intense than normal [Graham et al., 2016]. Preliminary work provides further
evidence that these storms are exceptional in the climatological record (A. Rinke, personal

communication 2017). This is the subject of future and on-going work.

3.3.2. Spring and Summer

The spring and summer storm events are less intense than the winter events, with smaller pressure
drops, higher minimum pressures, and smaller temperature changes at the N-ICE2015 location (Table
2 and Figure 3). This follows the normal seasonal pattern of more intense and more frequent
synoptic systems in the North Atlantic sector in winter, and less intense, more widely distributed

systems in summer [Serreze et al., 1997; Zhang et al., 2004, Sorteberg and Walsh, 2008]. While less
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intense than winter storms, spring and summer storms have been shown to be important drivers of

sea ice variability [e.g., Deser et al., 2000; Screen et al., 2011; Simmonds and Rudeva, 2012].

Analyses of NOAA-GFS pressure maps (12 hourly) reveals that the synoptic settings for the N-ICE2015
spring storms was quite different than the winter storms (Figure 10). The depth and extent of the low
pressures are smaller and none of the spring storms tracked directly over the N-ICE2015 study area.
For most of the storms, the center of the storms tracks through the Barents and Kara Seas (m4, m5,
m7, m8, m10, M7, M8) between 500-1500 km southeast of N-ICE2015. Figure 10a shows an example
of the largest of one of these storms (M8) at the date/time of lowest pressure at the N-ICE2015 site
(marked by the black X). The storm tracked northward into the central Arctic via the Barents and Kara
Seas. Six other storms (listed above) also follow similar patterns, tracking south and east of Svalbard
from the North Atlantic. The predominantly north and northeasterly winds generated by these
storms’ location in relation to N-ICE2015 are reflected in the wind rose plot (Figure 4b) and in the

bottom panel of Figure 3.

Two other spring/summer storms (m6 and m9) had clearly different origins, impacting N-ICE2015
from the north after crossing the Arctic Basin. Figure 10b shows an example of one of these storms
(m6) which was responsible for the strong temperature increases seen on both 16 and 19 May
(Figure 3) as it tracked from the north over N-ICE2015 site (marked by black X).These two storms (m6
and m9) are clearly differentiated in the N-ICE2015 wind directions (Figure 3 and 4b) as they
produced westerly and west-southwesterly winds rather than the northerly and northeasterlies

produced by the other spring/summer storms.

Because the spring/summer storms did not track over the N-ICE2015 site like the winter storms, the
distinction between ‘Major’ and ‘minor’ storms does not correlate as well with the larger synoptic-
scale conditions as it does for winter. The storm with the lowest central pressure (based on NOAA-
GFS) was M8 (lowest SLP ~975 hPa on 6 June). The other storms had lowest pressures between 980-
1005 hPa. The wind speed and pressure drop during the event M7 was more related to a shifting high
pressure to the west and northwest of the N-ICE2015 site rather than the low pressure system that

was located more than 2000 km to the southeast.

Based on the comparison of spring/summer N-ICE2015 pressure distributions to the ERA-I
climatology in Figure 5e, there was a slightly higher frequency of lower pressures during AMJ than is
‘normal’. However whether this is directly related to the frequency of storms is unclear. The
presence of an anomalous low pressure centered over the Barents Sea (Figure 6d and Figure 8a)
during the end of May and into June likely had an influence on the pressure distribution. Figure 5h

shows that the wind speed distribution during N-ICE2015 was the similar to the mean climatology.
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To summarize, the spring and summer storm events are markedly different from the winter storms in
terms of scale, intensity, and track, with weaker storms that did not pass directly over the N-ICE2015
site. This is largely due to the seasonal change as well as the differences in large-scale atmospheric
circulation. While the winter large scale circulation was anomalous with a large meridional
component in the North Atlantic which drove multiple storms into the high Arctic and over the
N-ICE2015 site, the spring was impacted more by a persistent and anomalous low pressure centered

over the Barents Sea .

3.4 Boundary Layer conditions during N-ICE2015

It is essential to understand boundary layer processes in the Arctic to understand the surface energy
balance [see Walden et al., this issue], particularly with respect to surface temperature response due
to ice-albedo and cloud feedback processes. Boundary layer processes change significantly during the
transition from winter to summer. During winter strong temperature inversions primarily develop
due to strong radiative cooling and are strengthened by the advection of warm air from lower
latitudes which overlay the colder air near the surface (e.g. Tjernstrém et al., 2015). For the surface
energy balance, temperature inversions can have significant negative feedback to surface cooling
efficiency due to the re-radiation of near-surface warming being mostly directed back to the surface
rather than out to space [Bintanja et al., 2011]. The spring and summer boundary layer also has
considerable impacts on surface energy balance with heat and moisture fluxes and cloud processes

closely linked to boundary layer processes.

During the Arctic winter, the bimodal distribution of surface temperature has been shown to be
indicative of a two-state atmosphere--clear and cloudy [e.g., Graham et al, this issue; Stramler et al.,
2011]. In terms of surface radiation balance, these states are very distinct: the cold periods coincide
with clear, calm conditions that allow strong longwave radiative cooling, while the warm periods
coincide with cloudy, stormy periods with high water vapor path and near zero net longwave fluxes
at the surface [Stramler et al., 2011; Graham et al., this issue]. The cold, calm periods are also
characterized by near-surface temperature inversions, where air temperature increases with height.
This leads to a stably stratified boundary layer that is more isolated from the free troposphere and

inhibits exchanges of heat, moisture, and trace gases from the free troposphere to the surface.

Winter radiosonde profiles (Figure 11) show the mean temperature profiles to 5 km above ground
level (agl) for radiatively clear (Fig 11a) and opaquely cloudy states (Fig 11b). Identification of these
two states are based on the bimodal distribution of net longwave (netLW) surface fluxes for the
Arctic as shown by Stramler et al. (2011) and Graham et al., (this issue). For the radiatively clear

state, netLW < -30 W m™ and for the opaquely cloudy state netLW >-10 W m™ . The figure shows
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that surface temperature inversions over 5 K and 1000 m high are prevalent during the radiatively
clear states (occurred in 61 of 107 winter profiles between 19 Jan to 17 Mar), while smaller (< 3 K)
and shallower (~500 m) temperature inversions exist for the opaquely cloudy states (occurred in 44

of 107 winter profiles).

The same analysis is shown in Figure 11 for the SHEBA rawinsonde profiles [Uttal et al., 2002; Moritz,
2017] for the same time periods as N-ICE2015 (19 Jan—17 Mar). The occurrences of radiatively clear
(61 of 114 profiles) and opaquely cloudy (41 of 114) states are similar to N-ICE2015. The radiatively
clear profiles are similar to N-ICE2015 with inversion heights around 1 km agl. Interestingly the
SHEBA profiles show that the atmosphere was over 5 K warmer above the inversion than during N-
ICE2015. This may be explained by the fact that a tightly constrained pool of cold polar air was
located just west of the N-ICE2015 site during the winter of 2015, while during the winter of 1998,
the polar vortex was not so tightly constrained (from NCEP reanalysis 500 hPa GPH analysis and AO

index) and the region around the SHEBA site was influenced by a ridge of high pressure to the south.

For the opaquely cloudy cases, Figure 11b shows that SHEBA profiles below 2 km were very different
than the N-ICE2015 profiles. While the N-ICE2015 profiles show small surface temperature
inversions, SHEBA profiles indicate lifted temperature inversions between ~200-2000 m are common
during cloudy conditions. These differences are likely indicative of the different synoptic settings that
lead to these conditions, i.e. N-ICE2015 experienced more intense storms with stronger winds which
lead to more mixing. It was also located closer to the sea ice edge, resulting in more heat and
moisture being advected to the site during the opaquely cloudy conditions. There may also be

differences in cloud properties, which is the focus of future study.

Temperature inversions at the surface are also identified by temperature gradients between 10 m
and 2 m on the meteorological tower, which provide higher temporal resolution compared with the
radiosondes. Temperature inversions occurred in this 10 m layer 80% of the time during the
N-ICE2015 winter (mean AT = 0.7K, maximum AT = 5.2K), which is similar to conditions during the
SHEBA experiment [Persson et al., 2002]. For the same time period during SHEBA (15 Jan to 20 Mar,
1998), temperature inversions between 10 m and 2.5 m occurred 60% of the time (mean AT = 0.6K,
maximum AT = 5.3K), indicating that these conditions are likely widespread and common during the
Arctic winter. Other important characteristics of the Arctic boundary layer measured during N-
ICE2015 (e.g., stability parameters and boundary layer heights) are discussed in further detail in

Kayser et al., (this issue) and Walden et al., (this issue).

During the N-ICE2015 spring and summer, near-surface temperature inversions are not as common

as the winter period. Figure 12 shows weekly averaged temperature profiles from radiosondes
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between 12 April and 22 June (10 weeks). Surface inversions (as indicated by T increase from 0-100m
agl) occurred in only 14 of 136 profiles during AMJ, of which 6 occurred in early spring (April 14-19™)
and 6 in early summer (June 14 & 20-22). Slightly more of the surface temperature inversions (9 of
14) occurred during local ‘night’ (0000 UTC profiles, launched around 0100 local time) potentially
indicating diurnal evolution of the boundary layer, as the sun was lower in the sky at night than
during the day. A complete analyses of temperature inversions using the radiosonde dataset from
N-ICE2015 is given by Kayser et al. [this issue]. The radiatively-driven diurnal cycle during spring and

summer is discussed further in Walden et al. (this issue).

The weekly averaged profiles for spring and summer in Fig 12 show the seasonal warming of the
atmosphere. The temperature profiles also show that a well-mixed layer often exists near the surface
(i.e., temperature profiles follow adiabatic lapse rate near the surface) with one or more
temperature inversions above ~500 m agl. These features are persistent as indicated by the fact that
they are seen in the weekly averaged profiles. These features have also been shown to be common
throughout the high Arctic in summer months [e.g., Intrieri et al., 2002, Tjernstrém et al., 2012;
Nygdrd et al., 2014] and are indicative of the prevalence of low-layer cloud in the Arctic during spring

and summer.

Temperature inversions are mostly co-located with specific humidity (q) inversions during spring and
summer. Only 3 of 136 soundings from the spring / summer period of N-ICE2015 do not have at least
one co-located T and q inversion, and many profiles display multiple inversion layers. The collocated
temperature and specific humidity inversions are indicative of cloud-top processes [Sedlar and
Tjernstrém, 2009; Sedlar et al., 2012], and this is supported by the N-ICE2015 profiles where they
often occur at the top of saturated layers (RH; > 100%) as seen in Figure 13, which shows an example
profile from 6 May (launched ~23 UTC). Frequency distribution of the heights of the collocated T and
g inversions during spring and summer give three distinct peaks at ~500 m agl (13.5% between 450-
550m), at ~1400 (3.3%), and ~2400 m (1.4%). Low-level clouds and relative humidity in the boundary
layer play a significant role in the surface energy balance of the Arctic [Andreas et al., 2002] and
further study of cloud properties and the radiative effects of clouds from ceilometer and lidar

measurements made during N-ICE2015 is the subject of future and on-going work.

4. Conclusions
Atmospheric measurements made during the N-ICE2015 expedition [Hudson et al., 2015] provide a

unique dataset from winter through spring in the North Atlantic Sector of the Arctic, a key region for
understanding Arctic sea ice. During the winter period of N-ICE2015 (January-March 2015), the jet

stream had an anomalously large meridional component that drove several intense storms into the
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high Arctic (north of 80°N), passing over the N-ICE2015 study area. These winter storms had a
considerable, but relatively short-lived, effect on the heat budget as seen in large temperature

increases to near 0°C, with rapid return to cold, stably stratified conditions after each storm passed.

The N-ICE2015 meteorological data show that the non-storm periods in the winter are characterized
by strong surface temperature inversions. Comparisons of atmospheric profiles from radiosondes for
the radiatively clear state show very similar structures to the boundary layer structures for both
N-ICE2015 and SHEBA. Similarly, measurements from the meteorological tower show similar
frequency of occurrence of inversions near the surface (lowest 10 m) for the two campaigns.
However, comparison of the opaquely cloudy state show marked differences to SHEBA data.
Opaquely cloudy states during N-ICE2015 have a very shallow or no surface temperature inversion,
whereas SHEBA shows lifted inversions are very common for the opaquely cloudy state from near-
surface to ~2km. The atmospheric measurements during N-ICE2015 which capture both clear and
cloudy states in the Arctic winter and the transitions between are unique. Further investigation of
the changes to the atmospheric boundary layer structure and surface energy balance during these
transitions are discussed further in Walden et al., (this issue), Graham et al., (this issue) and Kayser et

al. (this issue).

The strong winds associated with the storms observed during N-ICE2015 have important impacts on
Arctic sea ice and ocean. These winds have been shown to drive upper-ocean mixing [Meyer et al.,
this issue] and can increase ocean-to-ice heat fluxes [Peterson et al., 2017]. Storms are also shown to
affect sea ice deformation especially in a thinner sea ice regime [/tkin et al., this issue] and these
deformation events resulted in snow-ice formation [Provost et al., this issue]. Indirectly, the more
dynamic ice pack following storms can result in more open water (leads) that support under-ice
phytoplankton blooms further north and earlier in the season than previously experienced in the

Arctic [Assmy et al., 2017].

The spring period during N-ICE2015 (18 April-19 June) reveals very different meteorological
conditions to those observed during winter. The intense storms that were driven into the high Arctic
from the North Atlantic during the winter period did not occur during spring and summer. Instead,
the storm events during spring/summer which impacted N-ICE2015 were due to smaller, less intense
low pressures, mostly centered in the Barents Sea over 500 km from the N-ICE2015 study area. The
large scale circulation during spring and summer included the development of an Arctic Dipole

pattern in June and the influence of a low pressure anomaly centered in the Barents Sea.

The time series of near-surface temperature from N-ICE2015 show ‘summer’ beginning around the

first week of June. This timing is similar to previous Arctic campaigns such as SHEBA and Tara.
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Atmospheric profiles show that the near-surface during spring/summer is very well mixed, but one or
more temperature and specific humidity inversions above ~200 m are present almost constantly.
These conditions are associated with and intricately linked to the existence of clouds and cloud
formation processes. Cloud properties are extremely important in determining surface energy

balance and are the subject of future studies.
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Table 1 Summary of instrumentation used to collect meteorological data during N-ICE2015.

Physical Parameters

Instrument

Instrument Accuracy1

Dates of operation

Air temperature &
Relative humidity
2,4, and 10 meters

a.g.l

Vaisala HMP155 with RM
Young Model 43502 with

ventilated radiation
shield

+0.3°C

+2.4%

2m: Floes1,2,3&4
4m: Floes 1,2, partial 3
(31 May—6Jun), 4
10m: Floe 1, 2, partial 3
(1 May—6Jun), 4

direction at ~24m agl

For reconstructed 10 m WSB,
RMSE = 0.58 m/s

o Wind speed and Lufft Ventus V200A-UMB 0.2 ms™ and < 2° RMSE (for | 2m: Floes 1
= | direction (2D ultrasonic) windspeeds > 1 m sh) (intermittent), 2, 3, 4
21 2,4, and 10 meters 4m: Floes 1
3l agl (intermittent), 2, 3
10m: Floes 1
(intermittent), 2, 3, 4

Surface Pressure RM Young 61302V + 0.3 hPa Floes 1-4

Precipitation (water Tretyakov shielded gauge Up to 50% undercatch during | Floes 1-3

equivalent) high winds’

Vertical profiles of Vaisala RS92 SGP P: 1 hPa

temperature, radiosondes with T:0.5°C Twice daily:

humidty, & winds MW31 ground station RH: 5% 16 Jan—26 Mar

WS: 0.15 ms™ 17 Apr—22 Jun
WD: 2°
° Air pressure at ~22 m | Aanderaa pressure ~1 hPa lower than Supersite .
@ agl sensor 2810 pressure sensor’ Floes 1-4 & transitions:
2 19 Jan*—18 Feb
-_g' Air temperature at Aanderaa temperature < 1°C difference from 2 m 23 Feb—19 Mar
V| ~22 m agl sensor 3455, shielded temperature during well-mixed 18 Apr—>5 Jun
(not ventilated) conditions® 7 Jun—19 Jun
Wind speed & Thies Clima 2D ultrasonic +0.1ms and +1° *wind speed

measurements started
on 22 Jan

1 . s .
Based on instrument specifications.

2 Goodison et al., 1998

3 . . .
Based on comparison of all concurrent measurements between ship-based sensor and Supersite sensor.
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Table 2 Summary of N-ICE2015 storm events.

Storm Winds Pressure’ Temperature‘
M: major storm’ | Strong wind periods (wind speeds >8m/s)* [ Peak wind speed3 Maximum rate
m: minor storm Start End of decrease Minimum Minimum Maximum
(UTC) (m/s) (hPa/ 6 hr) (hPa) (0 (0

3-Feb, 11:00 8-Feb, 21:00

g 15-Feb, 12:00 16-Feb, 17:00 22.5 16 976 341 02

17-Feb, 16:00 21-Feb, 04:00*

Winter

25-Feb, 06:00* 25-Feb, 20:00*

M5 7-Mar, 08:00 8-Mar, 18:00 14.2 5 966 -19.5 =18

25-Apr, 04:00 27-Apr, 23:00 12.6 5 1021 -20.3 =217

mé6 16-May, 12:00 16-May, 23:00 12.3 4 1003 -15.0 0.3

Spring

m8 29-May, 17:00 30-May, 05:00 10.6 B 1012 -4.9 =22

m9 8-Jun, 1:00 8-Jun, 6:00 12.0 2 1000 +0.2 +1.5

B Major/minor designation is based on the maximum rate of pressure decrease: 'Major' storms (M) are >5 hPa per 6 hours; 'minor' storms (m) are <5 hPa per 6 hours.

% Startand end dates/times correspond to periods when the 10-minute averaged wind speed (at 10 meters) was greater than 8 m/s lasting more than 3 hours, with no
breaks more than 1 hour long. Times are to the nearest hour.

® From 1-minute data

“ Pressure & temperatures are determined from the period 1 day before and after the high-wind start/end times.
*Values are from shipboard instruments (meteorological tower data not available).

" Storms have two separate periods of high winds.

* No wind data before this time--start date/time unknown.
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Figure 1 Location and start/end dates of N-ICE2015 drifts. Approximate location of sea ice edge for
Jan-Jun 2015 shown as dashed line (from NSIDC monthly mean sea ice extent
https://nsidc.org/data/seaice_index/).

Figure 2 a) Aerial photo of N-ICE2015 Floe 3 showing Supersite location relative to the ship; b)
meteorological tower in January. Temperature and relative humidity sensors in aspirated housings
and wind speed and direction sensors (on horizontal arms for lowest 2 levels) are located at 2, 4, and
10 m above snow surface. (Aerial photo courtesy of Vasily Kustov and Sergey Semenov, Arctic and
Antarctic Research Institute, St. Petersburg, Russia.)

Figure 3 Time series of near-surface meteorological parameters during N-ICE2015: a) surface
pressure, b) temperature (2 m), c) relative humidity with respect to ice (2 m), and d) wind speed and
direction (10 m). The four floes are delineated and gaps in data are when the ship was moved to a
new floe. Wind direction is indicated by color as the compass direction that wind is coming from.
Temperature and pressure data that has been filled from ship-based measurements are noted by
grey lines; wind speeds filled from ship-based measurements are noted by grey bars on the x-axis.

Figure 4 Wind speed and direction distributions (from 1-minute data) for a) winter (JFM) and b)
spring/summer (AMJ). Note differences in frequency scales.

Figure 5 Probability distribution functions for measured meteorological variables for a-d) winter
(JFM) and e-h) spring/summer (AMJ). Bin sizes for sea level pressure is 5 hPa, 2m temperature is 2°C,
10m wind speed is 1 ms™, and relative humidity wrt. ice is 5%. Black lines are N-ICE2015
observations, dashed line is the mean climatology from ERA-I (1979-2015). Shaded area indicates the
range of all ERA-I distributions.

Figure 6 Winter (JFM) 2015 a) 500 hPa GPH mean (contours) and anomaly (shading), b) near-surface
(925 hPa) temperature anomaly, and c) near-surface (925 hPa) wind vector anomaly and
geopotential height anomaly: d-f) same as for a-c, but for spring/summer (AMJ) 2015. Data from
NCEP Reanalysis dataset (NOAA-ESRL Physical Sciences Division, www.esrl.noaa.qov/psd/). Anomalies
are derived as differences from the 1981-2010 climatology. GPH units are meters, temperature
anomaly units are K, wind vector units m s™.

Figure 7 Monthly mean Arctic Oscillation (AO) and North Atlantic Oscillation (NAO) indices for
December 2014 through July 2015. Data from NOAA CPC daily AO and NAO indices
(http://www.cpc.ncep.noaa.gov/).

Figure 8 a) June 2015 mean sea level pressure (hPa), b) surface air temperature anomaly (K), and c)
near-surface (925 hPa) meridional wind anomaly (m s) (+ is southerly, - is northerly). Yellow arrows
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in wind anomaly plots indicate wind directions. Data from NCEP Reanalysis dataset (NOAA-ESRL
Physical Sciences Division, www.esrl.noaa.qov/psd/).

Figure 9 Synoptic situation for each of the 6 Major winter storms from NOAA-GFS. Contours are SLP
(5 hPaintervals) and colors are surface temperature. The map state shown is the nearest (12-hourly)
to when the lowest pressure occurred at the N-ICE2015 site (marked with black X). Black dots
indicate the approximate center of the low pressure at daily intervals during the N-ICE2015 storm
period and for 4 days prior.

Figure 10 a) Synoptic situation for spring storm M8 and b) m6 from NOAA-GFS. Contours are SLP (5
hPa intervals) and colors are surface temperature. The map state shown is the nearest (12-hourly) to
when the lowest pressure occurred at the N-ICE2015 site (marked with black X). Black dots indicate
the approximate center of the low pressure at daily intervals during the N-ICE2015-defined storm
period and for 4 days prior.

Figure 11 Mean temperature profiles to 5 km agl during winter (19 Jan to 20 Mar) for a) radiatively
clear state (netLW < - 30 W m) and b) opaquely cloudy state (netLW >-10 W m™). Black lines are N-
ICE2015, grey lines are SHEBA profiles. Dashed lines are 1 standard deviation.

Figure 12 Weekly averaged temperature profiles for weeks 16-25 (14 April—22 June). Each profile is
the mean of ~14 profiles. Note lifted temperature inversions in nearly all of the profiles.

Figure 13 Radiosonde profiles from 6 May, launched at ~23h UTC, showing a) temperature, b)
relative humidity, and c) specific humidity. Grey bars show two collocated temperature and specific
humidity inversions which correspond to the upper portion of super-saturated (RH; > 100%) layers
(ie. where clouds are likely).
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