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Abstract. Greenhouse-gas emissions have created a plaregtanyy imbalance that is primarily manifested by
increasing ocean heat content (OHC). Updated ohsenal estimates of full-depth OHC change sincé0l&re
presented that account for recent advancementglicing observation errors and biases. The fultdgHC
has increased by 0.74 [0.68, 0.80] %1Wyr (0.46 Wnrf) and 1.22 [1.16-1.29] x£8J/yr (0.75 Wr¥) for 1970-
2005 and 1992-2005 respectively, with 5% to 95%fidence interval of the median. The CMIP5 modelsvgh
large spread in OHC changes, suggesting that somdels are not state-of-the-art and require further
improvements. However, the ensemble median hadlemtagreement with our observational estimaté80.
[0.54-0.82] x16%J/yr (0.41 Wn¥) from 1970 to 2005 and 1.25 [1.10-1.41] #Dyr (0.77 WrrP) from 1992 to
2005. These results increase confidence in botloliservational and model estimates to quantify stady
changes in Earth’s energy imbalance over the ligstigperiod. We suggest that OHC be a fundamengdiofor

climate model validation and evaluation especitdlyforced changes (decadal time-scales)

1 Introduction

Since the beginning of the industrial revolution¢reased emissions of long-lived greenhouse gasw#s as
carbon dioxide have resulted in an accumulatioth@fmal energy in the climate systefngnberth et al., 2014;
von Schuckmann et al., 2016) via the associated net energy imbalan&agh’s top-of-atmosphere (TOA). It is
estimated that more than 90% of the excess hstidrisd in the ocean and is manifested by ocean wwgrfinoeb

et al., 2012;Balmaseda et al., 2013;Rhein et al., 2013;Trenberth et al., 2014), i.e. an increase of global ocean
heat content (OHC)L{man et al., 2010;Levituset al., 2012;Abrahamet al., 2013). Due to the ocean’s dominant
role in the global energy storage changes, theofa®HC change provides a strong constraint onhEsaenergy
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imbalance on interannual and longer timescdtainfer and McNeall, 2014;Trenberth, 2015). Numerous efforts
have been made to detect the historical OHC chdogexamplelLevituset al., 2005;Gouretski and Koltermann,
2007;9mith and Murphy, 2007;Domingueset al., 2008;Palmer and Haines, 2009;Ishii and Kimoto, 2009;Lyman

et al., 2010;Levitus et al., 2012;Balmaseda et al., 2013;Cheng et al., 2015a) and attribute causes to its variation
(Palmer et al., 2009;Gleckler et al., 2012). However, large uncertainties exist in Oé#matesAbrahamet al .,
2013;Balmasedaet al., 2013;Rheinet al., 2013), which can confound our understanding eftctianges in Earth’s

energy imbalance since the 1970s.

A major source of error in the historigal situ temperature data that underpin OHC estimatesimegevarying
systematic biases in expendable bathythermograpBT)Xtemperature measurement&o(retski and
Koltermann, 2007;Lyman et al., 2010;Abrahamet al., 2013). Numerous correction schemes have beemgedp
to remove the time-varying XBT biaseSheng et al., 2015b), but these schemes vary in their formutadind
performance. Hence, the XBT community met in 20dd made a series of recommendations on the faittats
should be accounted for when designing and impléimgean XBT bias-correction schem@éheng et al., 2015b).
Only one bias correction schentghéng et al., 2014) meets all of these recommendations antders shown to
correct the overall bias to less than 0@2for the 0-700m layer, less than 10% of the t0tA0D0mM temperature

change since 1970), and also reduce the spatiostainyariation of bias.

Prior to 2004, observations of the upper ocean yweedominantly confined to the Northern Hemisphemne
concentrated along major shipping routes; the Swatidemisphere is particularly poorly observed this
century, the advent of the Argo array of autonomanadiling floats Roemmich et al., 2015;von Schuckmann et
al., 2014) has significantly increased ocean sampbnachieve near-global coverage for the first tower the

upper 1800m since about 2005.

The lack of historical data coverage requires afdlipg (or mapping) strategy to infill the datags in order to
estimate the global integral of OHC. A pioneerihgly showed that an improved strategy for gapsjlmethod
and corrections for XBT biases improved the corsisy between models and observations of upper Tda@
(Domingues et al., 2008). Owing to sparse observations in the SonthemisphereDurack et al., (2014)
explored this region as a primary source of undérration of OHC trends using climate models frdm t
Coupled Model Inter-comparison Project Phase &MIP 3/5) Meehl et al., 2007;Taylor et al., 2012).Cheng

and Zhu, (2014) examined the observation system evolutiaiis century, identifying a spurious signal from
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2001-2003 in global OHC estimates due to inadegsatepling of the Southern Hemisphere prior to Argo.

Accordingly, these studies imply that many pastestes likely underestimate the long-term trend.

The aim of this study is to use these improved X6 corrections and gap-filling methods desigoadinimize
the impact of historical sampling changes and taromt CMIP5 models with the state-of-the-art olagional
estimates of OHC change. We note that the workepied here is broadly similar to the recent studgleckler
et al (2016) and provides an important independerification of some of their key findings. Howeytre present
study also makes use of a larger number of CMIP8atsa24 compared to 15) and observation-basechatsts
of the 0-700m ocean heat content changes (8 conhpai®), including improved XBT bias correctiongdarew
mapping approaches. We are therefore able to nutlsecharacterise the uncertainties associated @kiP5
models and place our new observation-based essntdt©HC in the context of several previous estanat
(including those of Gleckler et al). The manuscisparranged as follows. In section 2 the dataraathods are
introduced. The various observation-based OHC estismused are discussed in Section 3.1, CMIP5 model

simulations presented in Section 3.2. We summanizdindings in section 4.

2 Data and Methods

The new observation-based estimates of OHC praséete use the XBT bias correction scheme f@heng et

al., (2014) applied to the most recent version of\tharld Ocean Database (WOD201Boyer et al., 2013).
MBT bias is corrected using the method providetshii and Kimoto, (2009). Because the choice of reference
climatology to compute anomalies can lead to erdues to the sparseness and inhomogeneity of theriles
ocean sampling_ffman and Johnson, 2014;Cheng and Zhu, 2015), it is preferable to use the climatologyiakh

is constructed based on data with near-global daterage Cheng and Zhu, 2015), i.e., during the recent years
in the Argo period. In this study, we use a clinhady constructed for the period 2008-2012, simitaCheng
and Zhu, (2014) andCheng et al., (2015a).

We apply two approaches to mapping the OHC date fif$t (Cheng and Zhu, 2014) (hereafter termed the CZ14
method) calculated annual mean OHC in data-richsadefined as Ship Area) and a linear OHC trerdhia-
sparse regions (defined as Argo-Ship Area). Thentwo estimates are summed to get the global OH@. T
second approach is an extension to CZ14 that ieseblé grid sizes to retain greater spatial infatimn while
ensuring an adequate number of observations in gadghbox. OHC in each®by 1° grid in poorly sampled

regions (Argo-Ship Area defined in CZ14) is caltethby averaging OHCs over a large latitude-lordgtgrid
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with sizes of 8by 5°, 5°by 1@, 5°by 2, 1°by 4, 8°by 4, and 10by 4Q separately to ensure that all regions
have data coverage (Figure 1). The gridded averagedhalies are then integrated to get global OHi@is T
method (“Flexible-grid” method hereafter) maintathe observed OHC in data-rich regions without stiniog
and provides a smooth OHC field in data-sparseoreyyiThis is appropriate for the Southern Hemisphérere

there is more homogeneity, less land and no boyraarents.

In addition to our new observation-based OHC egBmave also present two recent sets of estimagdsrtake
use of dynamical models. The first uses climate ehs@nulations Durack et al., 2014) to adjust five of the
existing upper 700m OHC estimat&omingues et al., 2008;Durack and Wijffels, 2010;Ishii and Kimoto, 2009;
Levituset al., 2012;Smith and Murphy, 2007), which may have underestimated trendsaltlestvery limited data
coverage in the Southern Hemisphere. In additidghé®urack et al., (2014) global OHC adjustments which are
based on comparing hemispheric ratios of heat epitakhe CMIP5 models, it is desirable to also offeer
estimates from independent studies. The secontki©ORAS4 dataset, which is an ocean reanalysisuptod
(Balmaseda et al., 2013). Ocean reanalyses have the advantage tiesjzing a large number of different
observations into a dynamically consistent estirofitbe historical ocean state and can potentmlhyide greater
physical insight into the mechanisms of OHC chafRgmaseda et al., 2013;Palmer et al., 2015; Xue et al.,
2012). The five ensemble members in ORAS4 appraeiypaepresent the uncertainties in the wind fagein
observation coverage, and the deep ocean. OHCghaitlayers of 0-700m, 700-2000m and 2000-bottceralir

used in this study.

Combining our new OHC estimates with existing eat#s provides an ensemble of observational-based
estimates of historical upper 0-700m OHC changebktha spread is a simple measure of the obsenration
uncertainty. Differences across the ensemble ans®nly from mapping methods, but also from theich of

climatology, input data quality control proceduagsl XBT correction schem@dlmer et al., 2010).

To arrive at estimates of full-depth OHC change,adapted and adjusted thevitus et al. (2012) estimate for
the 700-2000m layer and for the deepper ocearh®périod 1990-2010, we use information frBorkey and
Johnson (2010), which was also used in the IPCC-ARS reffinein et al, 2013). Prior to 1990, there is a larger
uncertainty regarding the rate of deep-ocean wagrduring 1970-1991 period. Because the upper 7Q0+20
oceans show an approximate tripling of the heatatg from 1992-2005 compared to 1970-1991 (as shown

Fig. 2, green curve), we assume a proportionatease in heat uptake in the deep ocean (2000mrbptm
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assumption has to be made here because theretaseffident observations below 2000m. The upp=zams
are mostly controlled by the wind, but the deepaosgi.e. 700m-bottom) are mainly controlled byrieridional
overturning circulation. So the OHC changes at Z000m and 2000-bottom may share some similarikes.
uncertainty calculations, we use a lower boundmfleep-ocean warming prior to 1992 and an uppendofi
an unchanging linear trend from 1970-2005, as asdumChurch et al., (2011). Because this is an important
assumption, it is valuable to assess the uncegaiimvolved. We show that the difference of thisér and upper
bound of the 700m-bottom OHC change is equal td-{310%) of the full-depth OHC change during 1970-
1991 (1970-2005), which indicates the maximum errduced by this assumption. The ORAS4 data alguige
estimates on OHC changes deeper than 700m. Weagstihe uncertainty for the OHC changes below 769m
computing the standard error from the ensemble reesntifLevitus et al., (2012),Purkey and Johnson (2010)
and ORAS4 ensembles and presenting the 5-95% emtidinterval.

We compare our observation-based OHC ensemble 24it&MIP5 model simulations (Table 1) of historical
OHC changes. Climate models suffer from so-calledft” (Sen Gupta et al., 2013;Hobbs et al., 2015), i.e.
spurious long-term trends arising due to the slosdeh adjustment to the initial conditions and/oparfect
representation of the energy budget. This drift b&s the long-term representation of the oceampéeature,
especially in deeper layers. Because there is nergeconsensus on how to correct for climate drifnodels,
we applied two different drift correction strategjigy using available pre-industrial control (“pi@at’) runs of
24 CMIP5 models. We applied both a linear and adrpie fit to the OHC time series of pi-control sufor
OHCO0-700m, 700-2000m and 2000-6000m. The resultaggession function is removed from the historical
simulations for each model. The two methods shoavipedentical results (Table 2 and Table 3) andmnesent

the results for quadratic drift correction as tlsib of our discussions.

To quantify the OHC changes for a given time perige fit a linear trend. An alternative method ciddting the
OHC difference between the two ends of a time seasf®ws consistent results (compare Table 2 witheTa).
For both observational-based OHC and CMIP5-OHCligswe calculate the median of the ensemble taaed
the impact of outliers, together with the 5% to 98éffidence interval of the median assuming thatviflues
were independently and randomly sampled from a latipn distributed according to a Gaussian distidiu
Therefore, the 5%-95% confidence interval is: #nftad Error x 2.10. Th8udent-t test is used to examine the

significance of the difference between observatams CMIP5 models.
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3 Results
3.1 Observation-based full-depth OHC estimates

Figure 2 presents the observation-based 0-700m €xti@ates by using the methods listed in the presviection,
after taking the Southern Hemisphere sampling imi@msaccount. The updated 0-700m OHC estimate based
CZ14 method indicates a total upper ocean warmfngpproximately 21.0 x¥3 J, equal to a linear trend of
0.56x132 J/yr (or 0.35 Wnit, averaged over the global surface afean 1970 to 2005. The six individual
Flexible-grid method estimates (based on six clsoafegrid size) (Figure 2) span a range of 0.5BR1%82J/yr
during the 1970-2005 period, consistent with thel€&stimate. In addition, accordingDarrack et al., (2014),
the change in global 0-700m OHC over the periodd3BJ05 increased by 0.43-0.56%40/yr (Figure 2). One
estimate $mith and Murphy, 2007), which shows much smaller values than tters, is discounted. But
including Smith and Murphy 2007 value does not impact our results, since vemadian rather than mean.
ORAS4 reanalyses shows a range of 0.49-0.5334@ for the 0-700m OHC.

The collection of the different observational OH&imates discussed above (16 individual estimgtes)ides
current best estimates of OHC and also indicatesititertainties (Figure 3a). Although all OHC esties are
based on an essentially the same temperatureedzthbase, they use four different methods, andehtheir
differences give an indication of the uncertaiftiye total OHC change of the upper 700m layer hazased by
0.55x1G?J/yr (0.34 Wn) from 1970 to 2005, which is the median amongpfithe ensemble members, with
5%-95% confidence interval of 0.50-0.60%4Xyr.

On the other hand, it is worthwhile noting that toenparison of CZ14, Flexible-grid method and ORA&RLIts
show inconsistency of OHC changes on interannua-scales (Figure 2), indicating that the error©IHC
estimates are still larger than the inter-annuahbility, as shown irAbraham et al. (2013). However, all of the
estimates show the OHC decreases after the majoanm eruptions: El Chichén in Marehpril 1982 and
Pinatubo in June 1991 (Figure 2). The OHC chantge Hfe two volcano eruptions is approximately assd by
subtracting the OHC one year before the eruptiomfthe OHC in the second year after eruption. dinsha O-
700m OHC decrease of ~ -2.67 [-3.28, —2.06%I(after EI Chichén and ~ -2.72 [-3.97, —1.47] ¥1Dafter
Pinatubo, indicating the strong ocean cooling. hlgative radiative forcing to the ocean (and claxatstem)
due to the volcano eruption is probably the magaison for this decreaseéhurch et al., 2005,Domingueset al.,
2008; Balmaseda et al. 2013). But our observatianalyses can not exclude the possibility thatuerced
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ocean variability (such as ENSO) and the insufficieof data coverage (which could induce spuriatertannual
OHC change) are fully or partly responsible for Wadues calculated above, which requires more chnedédel-
based studies in the future. Moreover, it is alsggested that volcanic eruptions can trigger aliBb like
response in the ocean, which is another possillaeation Mann et al., 2005). There is also an indication of
substantial heat discharge from the upper 700mmoicdlawing the extreme 1997-1998 El Nifio eveBdlfnaseda

et al., 2013;Roemmich and Gilson, 2011) with CZ14 estimate showing a lesser regptimen the other estimates
partly due to their assumption of a linear longrteahange in the data-sparse region. This 0-700m G¢tTease

is ~ —2.73 [-3.27, —2.20] x®dJ after the 19971998 EIl Nifio averaging over the all products. Tkerdase is
calculated by the difference of OHC between 200D 998 for ORAS4 and between 2000 and 1999 for CZ14
and Flexible-grid method, since the latter prodagisear a delayed response. The differences arerttatasets
indicate the uncertainties of both gap-filling medk and the processes of OHC redistribution duEN$O
represented by re-analyses (ORAS4) in the veriitaPacific Ocean and into the other ocean basias vi
atmosphere teleconnectionddyer et al., 2013).

For deeper ocean layers, we adopt the 700-2000andeeat content estimate from 1970 to 2005intus et al .,
(2012), where all of the historicat situ data are objectively analyzed. According.@vitus et al., (2012), the
700-2000 m ocean warmed by 0.12%40.17x13?) J/yr or 0.075 (0.106) Wrover global surface since 1970
(1992). For the abyssal (2000m-bottom) OHC chareyEmrding to the strategies provided in the Megtsmttion,
we estimate a deep ocean warming of 0.02%%(I50.075x1@) J/yr or 0.016 (0-0.046) Wihduring the 1970-
1991 period and 0.12x30/yr (0.075 Wnif) during 1992-2005. According to the two estimatesvo layers, the
ocean warming rate deeper than 700m is 0.14%x1@r (0.090 Wn?) during 1970-2005. However, as we
discussed above, the traditional method ftawitus et al., (2012) is likely to underestimate the long-teramd,
and this is also the case for 700-2000m estimat@ld@ change. Hence it is also valuable to use ORABh
provides alternative estimates of 700-2000m/2000ttein OHC changes and also provide an assessmérd of
uncertainty. It is shown from the recent Reanalysescomparison ProjedP@lmer et al., 2015) that there remain
large biases in the deeper ocean, because thdimitesd data available 700m (historical), and heiitces a
challenge for assimilation to deliver informatianthe model in those layers. ORAS4 shows the degp@m-
bottom ocean warming of 0.09~0.24 *30/yr (0.056~0.150 W) since 1970, indicating large uncertainties but
generally consistent with the previous assessnissd ohevitus et al. (2012) andPurkey and Johnson (2010).
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By summing OHCs for the different layers 0-700mQ-2D00m and 2000m-bottom, the observation-baséd ful
depth OHCs are obtained. All of these results (fdb) indicate a range of full-depth ocean warnuf.50-
0.79x132J/yr (0.31-0.50 W) over the 36-year period (1970-2005, again catedlay linear trend). The median
of the different estimates is 0.74 [0.68, 0.80] %¥1yr (1.22 [1.16-1.29]x28 J/yr) since 1970 (since 1992) with
the values in brackets representing the 5% and @&%dence intervals of the median. This is equuako a
global energy imbalance of 0.46 [0.42, 0.50] W(i®.75 [0.69, 0.81] W) averaged over Earth’s surface area
since 1970 (1992). Furthermore, after the two magdcano eruptions, the total OHC decrease is 42-p-3.28,
—1.56]x1@? J for El Chichdn and ~—3.19 [-4.92, —1.67] #.Dfor Pinatubo. Following the major 1997-1998 El
Nifio event, the total OHC decreases by ~ —1.8552,2-1.10] x1& J. This indicates a substantial rearrangement
of heat from 0-700m to deeper ocean, since mognaiole members show smaller full-depth heat loss tba
the 0-700m layer.

3.2 Climate Model Assessments

It is important to quantify the agreement of modslsch as those in CMIP3dylor et al., 2012;Durack et al.,
2014;Gleckler et al., 2016), with observations both to validate the eledind also reconcile the observations
with expectations based on radiative forcing edmaComparisons are made (Fig. 3a) between thetegpO®HC
observations and 24-run ensemble climate models fi®70 to 2005, which is the limit for reasonable
observational coveragéyman and Johnson, 2014) and is also restricted to the end timehef@EMIP5 model
runs for historical simulations (2005). BecauselRheack et al. (2014) global OHC adjustments are partly based
on heat uptake in the CMIP5 models, they shouldaatsed to then evaluate the models. When rem®unack

et al. (2014) estimates, the median change within 197526 0.56 x18& J/yr for OHCO0-700m and 0.75 x%0
Jlyr for OHCO0-700m, both of which are nearly ideatiwith the results in Table 2, suggesting thatuding

Durack et al. (2014) does not influence the main conclusionwfsiudy.

The distribution of OHCO0-700m from the 24 modelernh correction of “climate drift” (see Methodshows an
ensemble median of 0.42 [0.32-0.51] #Wyr (0.26 [0.19-0.37] Wrd) for the 1970-2005 time period and 0.89
[0.77-1.02] x1@ J/yr (0.55 [0.48-0.64] Wrf) for 1992-2005. The sensitivity of the resultshe climate drift
correction is very small (within 0.03 x#J/yr) when two different climate drift correctiorethods are applied
(as shown in Tables 2, 3 and Figure 4). For th®18005 period, the median of the CMIP5 modelsgaificantly
smaller than observations (0.55 [0.50-0.60F¢1fyr), indicating that the models under-estimagetthper 700m



10

15

20

25

30

OHC change since 1970. But within the 1992-20050derthe median of the CMIP5 models falls into the
confidence interval of the existing observatiorgtiraates, indicating that the ensemble median afetsoagree

very well with observational estimates in the reqeariod.

For full-depth OHC, drift-corrected CMIP5 modelsoshthe total OHC change by 0.68 [0.54-0.82]%10yr
(0.42 [0.34-0.51] Wrd) from 1970-2005 and 1.25 [1.10-1.41]#40/yr (0.78 [0.68-0.88] Wrf) during 1992-
2005 (Figure 3). The CMIP5 ensemble median agawslvery good agreement with observations for b&f0-
2005 (0.74x1&J/yr) and for 1992-2005 (1.22x%0/yr). The central estimates of observation-basedGMIP5
OHC change are consistent within the estimatedrtaioty. The total OHC decrease after the two megdcano
eruption is ~ —0.60 [-0.81, —0.38]x%Q for El Chichdn and ~-1.47 [-1.93, —1.00] ®L.0 for Pinatubo, which

are weaker than for observations.

Table 2 provides a summary of observed and siniifat¢C change for different time periods and depihgIP5
results are shown for the upper ocean both withalirand quadratic drift corrections. Within thefterorrected
CMIP5 models, the rate of ocean warming has nedolybled since 1992 (Figure 5, Table 2): 0.56 [0.43,
0.68]x1¢? J/yr within 1970-1991 (~0.35 [0.26, 0.43] Whover global surface) compared to 1.25 [1.10,
1.41]x1G?J/yr during 1992-2005 (~0.77 [0.67, 0.87] ®)for the both the drift-corrected CMIP5 ensembles,
while for observations the corresponding valuesOagé [0.53, 0.69] x18J/yr within 1970-1991 (~0.38 [0.33,
0.43] Wm?), and 1.22 [1.16, 1.29] x3/yr during 1992-2005 (~0.75 [0.71, 0.80] V¥mThis provides evidence
for an acceleration of ocean warming due to theefmsing radiative forcing from rising greenhoussegaand
from the effects of volcanic eruptions near theliséction of those two time perioddyhre et al., 2013). This

acceleration of ocean warming is also found bycemestudy Gleckler et al., 2016).

Furthermore, the model ensemble median of fullddegpHC agrees well with observations, but signiftban
under-estimates the OHC change in the upper 70@yar@-5b). Yet OHC changes for 700-6000m in the ef®d
is likely to over-estimate the warming rate priorl990. Together these are indicative that theaisoahight be
too diffusive and the vertical distribution of hemafy not be correct, as suggested by previousestfelorest et
al., 2008;Kuhlbrodt and Gregory, 2012).

Although the comparison between the observationdl @MIP5 full-depth OHC results in an insignificant

difference, CMIP5 models show a large spread (Ei@u#d, 5), indicating that there are still largeertainties in
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model simulations of Earth’s energy budget. Theagiof CMIP5 models far exceeds the estimated vasenal
uncertainty in the OHC changes even for the upp&d@m where the model drift is expected to be ileportant
compared to the deeper layer. There are two group®dels: seven models calculate a small uppem7@an
warming of less than 0.3x30J/yr over 1970-2005; the other group shows 0-70@ean warming of 0.3-
0.75x1G2 Jlyr (Figure 3a). The first group also shows muntalter full-depth OHC increase of less than
0.35x132 J/yr than the second: 0.35-1.05%40yr over 1970-2005 (Figure 3b). The second grdupvs better
agreement with observational estimates. The matigthssmaller values should be treated with cautiofuture
analyses. The reasons why the models have largegéince are still an actively studied isstilicher et al.,
(2015) discussed the large range of model resnttsattributed a contribution of this to the diffeces in indirect
aerosols. Additionally, CMIP5 has been missing @0 volcanic eruptions in these simulations asudised
in Glecker et al. (2016), but this effect is shown to be small aggklthan 0.1 W thas indicated iffrenberth et

al. (2014).

Furthermore, the OHC for models show a non-Gausdistmibution (Figure 3), potentially challengingiro
method of the use of Gaussian estimations for dméidence levels. Howevethere is no a priori reason for the
statistics to be non-Gaussian other than thersiisadl sample and the likelihood that there areesoutliers. The
non-Gaussian nature of the distribution (Fig.3) rhayartly due to the small sample size. The ugleeomedian

reduces the impact of outliers and then enablés use the standard deviation to characterizeptesas.

4 Summary

This study presents new estimates of observed Qtd@ge since 1970 based on improved mapping me#ratls
XBT bias corrections. Our results suggest that iptess IPCC-AR5 observational estimates of 0-700m OHC
change of ~0.26 W thmay be too low, typically by about ~25% comparedur findings here (~0.35 W
supporting the conclusions Drack et al. (2014) based on somewhat different constraints eStimates of full-
depth OHC change show remarkably good agreemehtthét CMIP5 ensemble median response during 1970-
2005 and gives us confidence that the climate nscatel not systematically biased in their simulatibhistorical

variations in Earth’s energy imbalance over thisque

The present work demonstrates how improvementsHE @stimation methods have led to a greater degjree
consistency with climate model simulations of Idegn changes in Earth’s energy budget. In turnahvs an

evaluation of the models and suggests that somenwmialye credible. Further work is needed to undacdsthe

10
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spatial patterns of ocean heat uptake and TOA dsaager the historical past as a means of assgsstagtial
model deficiencies in key processes. Since 93%he@fenergy of global warming is stored in the oceam
observational-based results indicate that the oceamponent of the earth’s heat imbalance of ~00383] 0.43]
Wm? from 1970 to 1991 and ~0.75 [0.71, 0.80] Wiinom 1992 to 2005. With 0.07 Wnfor the other
componentsTrenberth et al. 2014), the implied average energy imbalance 480 is 0.45 [0.40, 0.50] Wn
and 0.82 [0.76, 0.88] Wrhafter 1992. For the period 1970-2005, our new &auabout 15% larger than the
central estimate drhein et al., (2013) over the same period and could have imapbrinplications for closure of
the sea level budget.
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Table 1. List of CMIP5 models and group names.

Modeling Center (or Group) Institute ID Model Name
Commonwealth Scientific and Industrial Research ACCESS1.0
Organization (CSIRO) and Bureau of MeteorologyCSIRO-BOM '
(BOM), Australia
Beijing Climate Center, China Meteorological BCC BCC-CSM1.1
Administration BCC-CSM1.1(m)
Canad!an Centre for Climate Modelling and CCCMA CanESM2
Analysis
National Center for Atmospheric Research NCAR CCSM4
Community Earth System Model Contributors NSF-DOE-NCAR CESM1(FASTCHEM)
Commonwealth Scientific and Industrial Research
Organization in collaboration with Queensland | CSIRO-QCCCE CSIRO-Mk3.6.0
Climate Change Centre of Excellence
GFDL-CM3

. . . GFDL-ESM2G
NOAA Geophysical Fluid Dynamics Laboratory NOAA GED GEDL-ESM2M
NASA Goddard Institute for Space Studies NASA GISS GISS-E2-R
Met Office Hadley Centre (additional HadGEM2{ MOHC HadGEM2-CC

ES realizations contributed by Instituto Nacional
de Pesquisas Espaciais)

(additional realizations by
INPE)

HadGEM2-ES

IPSL-CM5A-LR
Institut Pierre-Simon Laplace IPSL IPSL-CM5A-MR
IPSL-CM5B-LR
Japan Agency for Marine-Earth Science and
Technology, Atmosphere and Ocean Research MIROC MIROC-ESM
Institute (The University of Tokyo), and National
Institute for Environmental Studies
Atmosphere and Ocean Research Institute (The
University of Tokyo), National Institute for
Environmental Studies, and Japan Agency for MIROC MIROCS
Marine-Earth Science and Technology
Max-Planck-Institut fir Meteorologie (Max Planck MPI-ESM-MR
Institute for Meteorology) MPI-M MPI-ESM-LR
MPI-ESM-P
Meteorological Research Institute MRI MRI-CGCM3
. . NorESM1-M
Norwegian Climate Centre NCC NorESM1-ME

Table 2. Summary of ocean heat content change. Comon of CMIP5 models and observations. The median ih the 5%-95%
confidence interval are presented.

CMIPS5 linear drift CMIP5 quadratic drift .
. . . . Observations
Time Period Depth correction correction (x10%2 Jlyr)
(x1072 J/yr) (x1072 J/yr) y
1970-2005 0-700m 0.42[0.32, 0.51] 0.4210.32, 0.51] 0.5500.8.60]
full depth 0.69 [0.56, 0.82] 0.68[0.54, 0.82] 0.74[0.68, 0.80]
1992-2005 0-700m 0.89[0.77,1.02] 0.89[0.77,1..02 0.85[0.79, 0.92]
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full depth

1.26 [1.11, 1.42]

1.25 [1.10, 1.41]

1.22[1.16, 1.29]

1970-1991 0-700m

0.39 [0.30, 0.47]

0.40 [0.31, 0.48]

0.51 [0.46, 0.56]

full depth

0.57 [0.44, 0.69]

0.56 [0.43, 0.68]

0.61 [0.53, 0.69]

Table 3. Summary of total ocean heat content changethin 1970-2005 and 1992-2005 by using an alternat method to assess the
long-term OHC change. Here the total OHC changes Is&d on observations are calculated by the differerof OHC with 2004-2006
and OHC within 1969-1971 (1990-1992) for 1970-2005992-2005) period to reduce the inter-annual tempal variability. This is an

alternative method to assess the OHC change in adidin to the linear trend in Table 2.

Time Period Depth CMIPS5 linear drift CMIP5 quadratic drift Observations
correction correction (x10%2J)
(x10%2 ) (1072 )
1970-2005 0-700m 16.9 [13.0, 20.0] 16.7 [12.8,119.9 18.5[16.5, 20.5]
full depth 26.6 [22.0, 30.9] 26.6 [22.2, 31.0] 28.3[25.5, 32.3]
1992-2005 0-700m 10.7 [9.0, 12.4] 10.8[9.1, 12.5] 9.0[8.2,9.8]
full depth 15.0 [13.0, 17.1] 14.9[12.9, 17.0] 13.5[12.3-14.7]
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Figures
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Figure 1. Flexible-grid Method. a) shows the geogphical distribution of OHC700m in 1980 in each by 1°
grid, showing good data coverage in Northern Hemidgere and sparse data in Southern Hemisphere. Toffil
these data gaps by using Flexible-grid Method, OH@ each grid in poorly sampled region (defined as Ajo-
Ship Area in CZ14) is calculated by averaging OHCni a large latitude-longitude grid with sizes of by 5°, 5°
by 10, 5°by 20°, 1°by 4, 8°by 4(°, and 1@ by 40° separately. The resultant OHC distribution is showrfrom

b) to g).
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Figure 2. Observational ocean heat content from 1®@7to 2010. 0-700m OHC is shown in red (Flexible-gti
method), pink (CZ14 method) and yellow (ORAS4). Fig adjusted OHCs presented irDurack et al., (2014)
are shown as dots, which are the OHC changes per $8ars. 700-2000m OHC is sourced from NODC in green
and abyssal (2000m - bottom) OHC is fronPurkey and Johnson, (2010) shown in black (the warming rate
within 1970-1991 is scaled to a triple of the lingarend in (Purkey and Johnson, 2010)). Full-depth OHC time
series are also presented in blue (Flexible-grid rtieod), dark purple (CZ14 method) and light blue (ORASA4).
All of the time series are referred to a baseline BC within the three year period: 1969-1971. The veital
colored bars are 2-years intervals, starting whenhte event (volcano or El Nifio) began.
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Figure 3. OHC trends during 1970-2005 period in oblrvations and CMIP5 models. (a). 0-700m. (b). Full-
depth. For models, the histograms are the distribiubn of CMIP5 results, and the median of the CMIP5
multimodel results is shown in solid line, with 5%95% confidence interval in dashed lines. For obseations,
we present the linear trends by different studiesthis study (both CZ14 and Flexible-grid method), fie
estimates inDurack et al., (2014) after adjustment, and five ensembles of %84 reanalysis. The 5%-95%
confidence intervals for observations are shaded ilight green. A quadratic fit to the entire pre-industrial
control run was used to correct the CMIP5 time segs for model drift.
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Figure 4. Full depth OHC by individual CMIP5 modelsand observations. The observational OHC time series
(black dashed) is using CZ14 method (0-700mlevitus et al., (2012), (700-2000m) an&urkey and Johnson,
(2010) (2000m-bottom). The multimodel ensemble medias shown in dashed curve. A quadratic fit to the
entire pre-industrial control run was used to correct the CMIP5 time series for model drift in the upper panel,
and the results for the linear fit are shown in thebottom.
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Figure 5. Comparison of full-depth OHC change betwen observation and CMIP5 models a). for two separattime
periods: 1970-1991 (in blue bars) and 1992-2005 (ied bars) and b). for two vertical layers: 0-700n{in red bars) and
700m-bottom (in blue bars). The medians of the obseational total OHC changes are shown in solid linecompared
with the model results in dashed lines. Their 5%-95%onfidence intervals are presented in error barsThe 5%-95%
confidence intervals for observations are also shad in light red and light blue. A quadratic fit to the entire pre-
industrial control run was used to correct the CMIP5 time series for model drift.
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