Response to Reviewer Comments 

on the manuscript

“Coastal observing and forecasting system for the German Bight – estimates of hydrophysical states”

authored by E.V. Stanev, J. Schulz-Stellenfleth, J. Staneva, S. Grayek, J. Seemann, W. Petersen

We thank the reviewers for their helpful comments. In the following a point by point response to each of the issues raised by the reviewers is given with the original reviewer comment in red and the authors response in blue. 

Additionally the reference for Petersen et al., 2011 was updated.

1-st rev:

However, there is still some way to go before assessing which measurements will provide the greatest rewards for data assimilation and for which processes and time scales the benefits are largest.

Authors answer: 

We mention this in the revised conclusions in the following way:

“The overall characteristics of the observational system in the German Bight, which is

part of the COSYNA initiative are described in the present paper. Because the operational mode of COSYNA will be maintained over a long-term period it is of utmost importance to critically establish usefulness of different observational platforms in improving state estimates and quality of forecasts. There is still some way to go before assessing which measurements will provide the greatest rewards for data assimilation and for which processes and time scales the benefits are largest. The two examples of shortening the distance between observations and numerical simulations presented here focused on surface velocity and thermohaline characteristics of coastal ocean describe one useful step in this direction.”

Specific comments

More explanation is needed for Figure 14d on skill, for those not familiar with data assimilation. What is the red contour line?

Authors answer:

We add at p. 848, l. 8 a quantitative definition of the skill. Furthermore, we add in the caption of the old figure 14 (now figure 15) the following clarification: 

“The red line in c) in d) indicates the area around the ferry track in which the value of the Gaussian decay used in the localisation lies above 10-3. Beyond this line the influence of the data assimilation can be neglected. „

Technical corrections

One typo on page 843, line 22 ‘lacking’ should be replaced by ‘lagging’.

Authors answer:

This has been corrected

The meaning of the sentence on page 831, line 16 starting ‘Complementing’ is not clear.

Authors answer:

This has been rephrased as:

“These problems explain the need for collecting new data capturing dynamical response of the inner shelf circulation to local meteorological and open-ocean forcing. Such coastal-ocean-specific data could be used both for calibration of coastal altimetry with independent estimations, as well as useful complementing information to the conventional open ocean observations.”

2-nd rev:

- method of section 4: reconstruction of tidal currents: The authors choose to derive amplitude and phase parameters of the M2 tidal signal. The velocity depends in a nonlinear way on the unknown parameters and consequently a non-linear optimization method is required. However the authors could have formed the problem in a different (but mathematically equivalent) way:

v(t) = (a + i b) * cos(omega2 * t) + (c + i d) * sin(omega2 * t)

instead of equation 1 of the original manuscript (where a,b,c and d are real parameters). The cost function would be quadratic and the gradient a linear function of these parameters. I realize that for only 4 parameters, a numerical minimization of the non-quadratic cost function poses no real challenge. But, as the authors have noted, since the present method operates on every location independently, no spatial coherence is imposed. If the cost function would be augmented by a term requiring that those parameters vary over a given spatial scale, then the dimension of the problem would be 4*imax*jmax (where imax (jmax) is the number of grid points in longitude (latitude) direction). Being able to solve the problem using a linear method would be a substantial benefit here. I don’t require that the authors change their approach, but I think that a word of caution could be included in the manuscript.

Authors answer: 

The minimisation problem could in fact have been formulated in terms of the parameters (a,b,c,d) instead of the parameters (A,B,t0,phi) as indicated by the reviewer. The advantage of the latter approach in our view is that the latter parameters are standard quantities, which are quite straightforward to interpret. In order to get a mathematical equivalent expression in terms of the parameters (a,b,c,d) we would need to express (A,B,t0,phi) as functions of (a,b,c,d) in the prior terms of the cost function and this would lead to a nonlinear problem again. The alternativ is to formulate Gaussian error models for (a,b,c,d) straight away, which should then probably also include coupling terms. 



- results of section 4: Although the problem of spatial consistency is mentioned as a

potential issue, this point is not further developed. I suggest that the authors include a map of the parameter D: 1. from GETM (before merging) 2. as measured by the HF radar 3. after merging GETM and HF radar. The difference between 1 and 3 would give an idea of the overall size of the correction. The spatial scales of all plots would provide a visual estimation of the spatial consistency. The original manuscript already contains vector plots, but it is rather difficult to assess the spatial coherence from those.





We added a new Fig. 12 and the following sentence after line 6 on page 844:



“The inclusion of regularisations for spatial correlations requires a linearisation of the problem, which can be done in a quite straightforward way not discussed here any further. Fig. 12 shows a comparison of the radial velocity amplitude D for the free run (top), the radar observations (centre), and the analysis (bottom). One can see that the analysis is in a significantly better agreement with the observations than the free run. We also see that the observations are relatively smooth with correlation lengths comparable to the free run. The proposed point by point analysis thus seems to be acceptable as a first step.”



- page 847 line 25: Can you expand the discussion why the short term variability is

missing ?

We replaced

“For the salinity values at the Deutsche Bucht station we also find significant improvements during both periods (March 2010, Fig. 13b and July 2010, Fig. 13d). Data assimilation triggers higher sea surface salinity variations, observed in both FerryBox and also in the independent MARNET measurements (e.g. lowering of the salinity in 16 March and 11 July). The time variability of the SSS from the Free Run is much smoother than from the DA run and observations.”

by

“For the salinity values at the Deutsche Bucht station we also find significant improvements during both periods (March 2010, Fig. 13b and July 2010, Fig. 13d). Data assimilation triggers higher sea surface salinity variations, observed in both FerryBox and also in the independent MARNET measurements (e.g. lowering of the salinity on 16 March and 11 July). The time variability of the SSS from the Free Run is smoother than from the DA run and observations mostly because with one kilometer  resolution used here the model can not enough resolve all important scales in the frontal dynamics.”

















