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1. INTRODUCTION

Knowledge of the statistical structure of oceano�
graphic fields is needed primarily as a substantial ele�
ment of probabilistic description of the climate sys�
tem. If the latter is understood as a multidimensional
distribution of probabilities of all relevant oceano�
graphic fields in every site of the World Ocean, then
the three�dimensional field of means and three�
dimensional covariances make up exhaustive descrip�
tion of instantaneous distribution in the case of a mul�
tidimensional normal law. In spite of the fact that the
authenticity of the hypothesis of multidimensional
normality can be questioned (for example [16]),
obtaining information on the first and second
moments of distributions of actual oceanographic
fields is a necessary step toward understanding and
modeling their statistics.

The importance of means (climatic norms) of
oceanographic fields is evident. The usefulness of
understanding the spatial statistical structure of oce�
anic fields can be illustrated by the following simple
example. Assume that we are interested in the variabil�
ity of mean temperature 〈T〉 (heat storage) in a certain
volume V of seawater rather than in variations of
directly measurable temperature T. It is evident that
the dispersion of spatial mean D〈T〉 is substantially
dependent on the spatial covariability of the field
under study. In the case of unit correlation (an infi�
nitely large radius of correlation) within the given vol�
ume, we have D〈T〉 = DT, while in the opposite case of
tending to zero correlation radius, we asymptotically
come to D〈T〉 = DTVcorr/V, where Vcorr is the integral
correlation volume determined by analogy with a one�

dimensional integral scale of correlation ([4], p. 204).
When Vcorr tends to zero, D〈T〉 tends to zero too, which
sharply contrasts with the case of unit correlation
whereby dispersion of the mean equals the pointwise
dispersion. Hence, the fundamental role of spatial cova�
riability is quite evident when analyzing the integral char�
acteristics of changeability and, similarly, when dealing
with the differential features such as dispersion of gradi�
ents of water temperature or salinity, etc.

Information on spatial covariations is necessary
when retrieving the state of the ocean from empirical
evidence, too. So, knowledge of the first and second
moments suffices for obtaining the linear ocean state
estimates, optimal in the sense of the quadratic mean,
from the measurement. On the other hand, it is known
[11] that even substantially nonlinear transformations
of a probabilistic process exert a relatively weak influ�
ence on the correlation estimates so that it is admissi�
ble to believe in a certain stability of the linear esti�
mates with respect to departures from (multidimen�
sional) normality. Currently, four�dimensional data
assimilation, which involves accumulation of data of
earlier observations in the numerical forecast that, in
turn, is used as the first approximation for assimilation
of current observations, belongs to the most popular
procedures. However, when starting a data assimila�
tion system of this type or when the forecast proves to
be inaccessible for different reasons, covariances are
needed in terms of deviations from climatic means to
serve as a first approximation in these cases. It is pre�
cisely this type of statistics that is the subject of our
examination in the present paper. The developed pro�
cedure of statistical estimation can be used (which we
are intending to do) for obtaining the estimates of spa�
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tial covariances of fields of forecast errors. Note that
tools of the theory of optimal linear estimation can be
used (and are used) for solving problems of optimiza�
tion of the observation grid (see, for instance, [13, 23,
24, 27]).

This paper is dedicated to the statistical structure of
fields of temperature T and salinity S of water based on
measurement data of the Argo profiling floats over
three years (2005–2007). Both fields T and S are rep�
resented as deviations of climatic distributions, i.e., as
monthly climatic data of the digital atlas WOA2001
[8, 25]. Such a representation corresponds to passing
from initial fields to anomalies that are the most inter�
esting information for studies in long�term variability
of the ocean and for many applications, including
accounting for the state of the ocean when preparing
meteorological forecasts and predicting climate
change.

2. BACKGROUND

Fairly representative data samples are needed in
order to obtain statistically valid estimates. For
instance, such samples are the basis for compiling the
updated versions of the digital atlas of the World Ocean
WOA�94, WOA�98, WOA�2001, WOA�2005 [8, 19; 22,
25], which involves the first and second one�point
moments (respectively, the means and root mean
square values) of thermohaline and hydrochemical
fields of the seawater from the surface to the bottom.
The atlas is based on the data set of deep�water mea�
surements in the World Ocean, collected during the
whole history of oceanographic observations from
1772 to 2001 for WOA�2001 [10] and to 2005 for WOA�
2005 [9]. However, the major portion of the set belongs
to the second half of the 20th century, so that climate,
restored from the atlas data, is representative precisely
for this period. Specifically, the studies in climatic
changes in the state of ocean water are based on this
data [20, 21]. Similar studies have also been conducted
on the basis of the set of marine meteorological obser�
vations I�COADS (International Comprehensive
Ocean–Atmosphere Data Set) that covers a period of
more than two hundred years 1784–2002 [29].

As for the two�point moments, such as spatial cova�
riance and correlation functions, their estimation
requires a rather large volume of observations, per�
formed almost simultaneously or at least during a suf�
ficiently narrow time gap to neglect variability in time
against the background of changes in space. Currently
available estimates of the statistical structure of the
spatial variability of water temperature in the ocean
[23, 24, 26, 27] are based on XBT�measurements, cover�
ing a limited depth range (up to 400–500 m) and very
unevenly distributed over the ocean. The XBT�measure�
ments concentrate along the routes of ships of opportu�
nity and, therefore, cover comparatively narrow bands.
Information on the spatial variability of salinity is lim�
ited to mean climatic distributions (the atlases of WOA

series) or to individual fields restored from oceano�
graphic surveys.

Prospects of more comprehensive analysis of the
statistical structure of the thermohaline field emerged
owing to recent development of an observation net�
work based on deployment of the system of Argo pro�
filing floats [6]. The broader depth range provides
observational data volume sufficient for calculation of
two�point spatial statistics down to 1.5–2 km in depth.
Data for estimating spatial changes in salinity come to
knowledge. A much more uniform distribution of
measurements over the ocean facilitates understand�
ing of the geography of spatial variability.

3. DATA AT HAND AND PREPROCESSING

Use has been made of data on vertical distributions
of temperature and salinity in the upper ocean layer
(1500 m thick) obtained from January 1, 2005, to
December 31, 2007, with the help of the Argo profiling
floats. These data are available in nearly real�time
mode. They are distributed via channels of the Global
Telecommunication System (GTS) of the WMO and
accumulated at special centers of Argo data storage
facilities.

In addition to Argo data, the GST channels are
used to distribute information on vertical profiles of
temperature and salinity provided by other observa�
tional systems such as moored and drifting buoys with
sensor chains, expendable bathythermographs XBT
mainly from ships of opportunity, and CTD�probes
deployed from research vessels.

We have confined ourselves to Argo data when
compiling data samples for statistical processing. They
amount to 80% of the total volume of relevant profil�
ing data for the upper 500�meter ocean layer and to
almost 100% at greater depths. Exclusion of data of
other types (moored and drifting buoys, XBT, etc)
insignificantly reduces the population of the resulting
data sample but secures stricter homogeneity in hard�

ware effects and geographic distribution.
1
 

Materials from the digital atlas WOA2001 [8, 25]
were used as climatic data. They involve the results of
objective analysis of the average distributions of tem�
perature and salinity of water at standard depth levels
as well as RMS deviations of mean values for every cal�
endar month in one�degree squares. Climatic means
represent the fields specified at every oceanic node of
a one�degree grid. In contrast to the means, the distri�
bution of RMS values is sparse because they are avail�
able only at nodes of squares whose population from

1 It was discovered in work [15], which deals with long�term tempera�
ture trends from global data over the years 1957–1996, that system�
atic positive bias relative to hydrological and CTD measurements is
inherent to the XBT data. Accounting for this bias of 0.2–0.4°C
resulted in an almost two�fold decrease in estimates of long�term
changes of heat content in oceanic waters, starting from the 1950s
(0.62 of the case when bias was neglected).
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the archive data suffices for RMS calculation. The
area of “blank spots” (poorly populated squares)
increases with depth. At the level of 500 m depth, the
“blank spots” occupy about 20% of the surface of the
World Ocean and their area exceeds 50% at the 1000 m
depth levels.

The initial data set included relevant variables mea�
sured at arbitrary depth levels with a vertical pitch from
1 to 200 m. The number of measurement levels in a
vertical profile varied from 1 to 500 within the depth
range of 0 to 1500 m. The preprocessing of our data
involved primary check, generation of ten�day sub�

samples,
2
 reduction of the data to a discrete set of

depth levels using linear interpolation (21 levels from
10 m to 1400 m), and compiling so�called superobser�
vations.

The primary check has provisions for removing the
repeating data, observations of wrong geography
(land�connected data), and outliers, i.e., the data
deviating from seasonally dependent climatic means

by a value exceeding  where

 are depth�dependent RMS deviations of
temperature and salinity, respectively, according to the
data of atlas WOA2001. We have approximately esti�

mated the values of   by means of averaging
over every one�degree square of the World Ocean.
When doing so, we treated only squares with at least six
archived observations, available in atlas WOA2001 for
any calendar month at a specified depth level.

The superobservations were obtained through aver�
aging the observed data located within a circle of fairly
small radius r. This is reasonable in order to reduce the
small�scale (subgrid) noise, which cannot be resolved
with the available observing grid, and to enhance the
spatial homogeneity of a sample under study (see, for
instance, [18]). Checking for the sensitivity of statisti�
cal characteristics to the length of r showed that their
estimates are virtually independent of r = 1–10 km,
and subsequent calculations have been performed at
r = 5 km.

The volume of observations subjected to prepro�
cessing and reduced to specified levels is virtually depth�
independent in the layer from the surface to 900 m depth,
but drops approximately two times at depths from 900
to 1400 m (Fig. 1a). The total volume of the data sam�
ple for the 2005–2007 period at upper depth levels

2 Ten days is the typical duration of a full measurement cycle of
the Argo profiling buoy. On completion of the cycle, the data of
vertical profiling enter the communication channels. Varying the
time gate from 3 to 10 days has revealed that the general struc�
ture of computed correlations depends only slightly on gate
duration. Decrease of the latter results in growth of fluctuations
due to decrease in the number of pairs of observations available
for computing spatial correlations, and to the respective increase
in the estimate dispersion. This means that time�dependence
within the specified time gate does not exert a substantial influ�
ence on calculation of spatial correlations.

3σT
clim 3σS

clim±( ),±

σT
clim σS

clim( )

σT
clim

, σS
clim

made up 220 000–230 000 for the whole World Ocean
and 60 000–70 000for every latitudinal zone 20°–65°
N, 20° S–20° N, and 20°–65° S. The temperature and
salinity samples are almost equal in volume because
Argo buoys provide concurrent information on both
quantities.

The increase in the number of observations from
2005 to 2007 reflects development of the Argo system
(Fig. 1b). As scheduled, the number of operational
Argo buoys in the World Ocean reached 3000 by
November 2007 (see http://ioc.unesco.org/iocweb/
docs/Argo�3000�press�release.pdf). As a result, the
volume of a ten�day preprocessed data sample made
up 2500 for the depth range 0–800 m and about 1500
at 1400 m depth.

4. STATISTICAL ANALYSIS PROCEDURES

The first and second moments of spatial distribu�
tions of oceanic fields of temperature and salinity,
namely, their means and spatial covariances (disper�
sion inclusive), were the subjects of our analysis. We
did not examine temporal covariances and cross�cova�
riances. Here, we describe the procedure for estimat�
ing the spatial covariances, including estimation of
dispersion of observational errors, and the technique
for checking the statistical significance of the discov�
ered deviations from climatic norms.

4.1. A model of observed anomalies

Analytical treatment was aimed at anomalies (devi�

ations from the climatic norm)  =  – 
Here i means individual observation and runs all val�
ues corresponding to a specified depth level and region
for the period in question, ξ designates the field of
temperature or salinity, and upper indexes obs and clim
point to observed and climatic values, respectively.

We use the following model for statistical analysis:

the observed anomalies  are readings of a spatial�

temporal random field  which, in turn, is the sum
of three mutually uncorrelated components: the “sig�
nal” proper Δ (the component resolvable by the
observing grid), the small�scale “noise” (the compo�
nent unrecoverable by the observing grid and usually
considered as representativeness error), and measure�
ment errors. We combine both types of errors as a
unique error field Δn, so that Δobs = Δ + Δn. Note that,
by definition, the field of “noise” features zero spatial
correlations at scales solvable by the observing grid.
Our goal is statistical estimation of mean values and
spatial covariances of the field of the “signal.” We are
dealing with anomalies; therefore, their means may be
regarded as displacements because they characterize
feasible changes in the climatic state. Subdivision of

the dispersion of observed anomalies D =  into

Δi
obs ξi

obs ξi
clim

.

Δi
obs

Δobs
,

DΔi
obs
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dispersion of “signal” and dispersion of “noise” will be
given in section 4.4. We mark statistical estimates with
the circumflex symbol.

4.2.One�point first and second moments

Based on the fact that the Argo buoys are almost
evenly distributed over the deep�sea areas of the World
Ocean ([7]), we estimate the means (displacements)

and RMS deviations of anomalies  for individual
geographic regions using simple averaging over all
available observations instead of probability�theoreti�
cal averaging. When doing so, we assume that zero
mathematical expectation is inherent to the “noise” field,

so that averaging of  yields the desirable estimate of
the mathematical expectation of the “signal” EΔ.

Δi
obs

Δi
obs

4.3.Spatial covariance functions

To obtain representative statistics from the avail�
able limited data volume, we introduce the assumption
of the local (in boundaries of selected geographical
regions, see below) homogeneity of field Δ; i.e., we sup�
pose that covariances depend exclusively on offset h
between a pair of points, the offset being understood as
an element of rotation group SO(3) (to simplify the
notation, we designate the “shifted” point x as x + h):

(1)

Here, E is the operator of mathematical expectation,
and indexes k and l designate numbers of levels. The
nonnormalized covariance function is marked with an
asterisk. For the sake of comparability of covariances

C* h,zk,zl( ) E Δ x,zk( )Δ x h,zl+( )[ ]=

– E Δ x,zk( )[ ]E Δ x h,zl+( )[ ].
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Fig. 1. Number of observations after preprocessing of data. (a) Depth dependence of total number for 2005–2007 period over
three latitudinal belts and the World Ocean: (1) 20°–65° S, (2) 20° S–20° N, (3) 20°–65° N, (4) World Ocean (65° S–65° N).
(b) Time�dependence of number of observations in ten�day data portions at fixed depths z from 10 to 1400 m in the World Ocean.
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of different portions of the three�dimensional space of
ocean waters, we compute the normalized (by anoma�
lies' dispersion) covariance function as

C(h,zk,zl) = C*(h,zk,zl)/D. (2)

The normalized covariance functions are useful owing
to their compatibility for different random fields and
their realizations, similarly to the correlation func�
tions. But, in contrast to the latter, they are more
informative, being able to evaluate the “noise” contri�
bution into the dispersion D (which we discuss below
in item 4.4).

Like the one�point moments, the estimates of non�
normalized covariance functions of temperature and
salinity of water were calculated by substituting in (1)
the averaging over all available observations with the
assumption of horizontal statistical homogeneity
instead of probabilistic averaging. The estimate of dis�
persion of an anomaly represents a sample dispersion

 = , where N is the number

of observations. In the first stage, use was made of an
additional assumption concerning the horizontal isot�
ropy of covariance functions, i.e., the independence of
the offset h on its orientation. In the next stage, the
anisotropy of function C(h, zk, zl) was estimated for
several specified angles of the orientation of offset h.

The calculations of covariance functions were
made for h =⎥h⎥ reckoned in the great circle arc from
0 to 300 km steps Δh = 20 km. Every computed value
of the covariance function represented the average
over the offset interval (h – Δh/2, h + Δh/2, the aver�
age being connected to the middle of the interval.

4.4. Estimation of dispersion of observational 
errors (noise)

The covariance functions allow us to estimate the
dispersion of noise, defined above in item 4.1, for the
case of mutually uncorrelated observation errors. The
standard procedure [1] involves comparison of sample

dispersion  of measured anomalies  with the
estimate of the value of their covariance function,

extrapolated to the point of zero offset  Covari�

ance  yields the estimate of the “signal” disper�
sion Ds. As already stated in item 4.1, dispersion D
adds up to Ds = C*(0) and “noise” dispersion Dn. The
latter, in turn, sums up the observational error disper�
sion Dm and representativeness error dispersion Dr :
D = C*(0) + Dn ≡ C*(0) + Dm + Dr [23, 28]. Note that
the representativeness errors absolutely dominate in
the case of the involved observations, based on Argo
buoys system, because of the negligible instrumental
errors of sensors of the system (for example, measuring
platform PROVOR CTS3, being one of the types of
Argo buoys, features measurement errors of tempera�
ture and salinity as low as ±0.002°C and ±0.003‰

D̂ 1
N 1–
���������� Δi

obs Δ
obs

–( )
2

i 1=
N∑

D̂ Δi
obs

Ĉ* 0( ).

Ĉ* 0( )

according to http://www.ifremer.fr/dtmsi/ang�

lais/produits/ marvor/provor_uk.htm).
3
 

Thus, we are able to find the dispersion of noise
Dn = D – C∗(0) from quantities D and C∗(0) and the
“signal�to�noise” ratio as

(3)

Replacing the “theoretical” covariances in (1) with
their sample estimates, we obtain the desired estimate

of 

4.5. Estimation of statistical significance of observable 
deviations from climatic information

To interpret the displacements computed below
and characterizing the mean deviations of climate, the
sufficiency of the volume of empirical information “at
hand” for trustworthy statements about changes in cli�
matic norms must be established. In terms of the math�
ematical statistics, the hypothesis H (mathematical
expectation EΔ of the parent population, from which
climatic anomalies Δi have been retrieved, differ from
zero) must be tested for every depth level and region
against the zero hypothesis H0 : EΔ = 0.

As a testing criterion of hypothesis H, we choose
⎥ν⎥ > c, where

(4)

Here  =  and the horizontal line

means averaging over all N observations within the
analyzed domain G,  is the estimate  ≡

 and c is a threshold value defined by the
desired significance level α.

Let us consider the probability distribution of crite�

rion ν starting from the displacement estimate  in
the numerator in (4). Below, it will be shown that nor�
malized empirical covariances reduces (everywhere
excepting the only case of near�the�surface tempera�
ture which we neglect in our approximations) to the
level 0.4 at the distance R0.4 = 200 ⎯  300 km and virtu�
ally to zero at a distance R0 = 1500 km (see below, Fig. 6).
If we assume that the time�dependence of the exam�
ined anomalies is governed mainly by the large�scale
water dynamics and that the characteristic velocity of
oceanic currents makes up U = 0.1 m/s, then we can

3 The indicated source of information on instrument precision, as
is common in present�day sources in English, uses PSU (Practi�
cal Salinity Units) as the salinity units. They were introduced to
facilitate comparison of salinity determinations from tempera�
ture and electric conductivity with water sample salinity estima�
tion in pro mille units (‰). The values of salinity in PSU and
pro mille units are fairly close. We use the latter in what follows.

μ2 Ds
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approximately recalculate R0.4 and R0 into the respective
time�scales T0.4 = R0.4/U ≈ 1 month and T0 ≈ 6 months.
These estimates show that covariances decay rather
rapidly relative to the dimensions of the whole spa�
tial–temporal domain. This allows us to apply the
central limit theorem to the sequence {Δi} (for
instance, [12]), so that the distribution of the mean

 is approximately normal (even though individual
anomalies significantly deviate from the norm). To
compute the significance level of criterion (4), we need

to know the distribution of  when the zero hypoth�

Δ
obs

Δ
obs

esis is true. As it was clarified, this distribution is approx�

imately normal and, by definition,  = 0,

while the dispersion will be determined below.

After ascertaining the probability distribution of
the nominator in the criterion formula (4), let us
address the denominator , which is a more com�

plicated matter. The traditional estimation of standard

deviation of the mean as  where S is the sample
standard deviation of individual measurements and N
is the sample population, is inapplicable here because

E Δ
obs

H0( )

σ̂
Δ

obs.

S/ N,

D
ep

th
, 

m

0

200

400

600

800

1000

1200

1

2
3

Displacement, °C

(а)

–0.2 –0.1 0 0.1 0.2 0.3 0.4 0.5

D
ep

th
, 

m

0

200

400

600

800

1000

1200

1

2

3

Displacement, °C

(b)

–0.4 –0.2 0 0.2 0.4 0.6 0.8 1.0

5

6
7

4

8

9

10

12

11

Fig. 2. Depth dependence of mean water temperature deviations of climate WOA2001 for the 2005–2007 period.
(a) Three latitudinal belts: (1) 20°–65° S, (2) 20° S–20° N, (3) 20°–65° N. Thin gray lines depict 95% confidence intervals of

satisfiability of the hypothesis (4) at neff  ≈ 2500,  = 4. The hypothesis of nonzero mathematical expectation is acceptable if the
vertical zero axis is outside these intervals.
(b) Twelve World Ocean regions marked with numbers as in the table. By example of the 2nd region: thin gray lines show the 95%
confidence interval of satisfiability of the hypothesis (4) at neff  ≈ 600,  = 4. The typical width of this interval for other regions
is 0.1–0.2°C in the layer down to 800 m decreasing to 0.02–0.05°C at the depths 1000–1400 m.
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of the substantial mutual correlation  We estimate
 approximately with the following assumptions:

(a) The “signal” field is homogenous and isotropic
in the three�dimensional domain G (the geographic
coordinates of given depth level and geographic zone
correspond to the first and second dimensions while
the third one is time) if s is defined as the vector (x, y, τ),
where (x, y) are horizontal coordinates and τ = U t.

(b) The covariance function of field Δ(s) is C∗(w) =
Ds exp(–⎥w⎥/L), where w is the offset vector (the dif�

Δi
obs

.

σ
Δ

obs

ference of two vectors that belong to the domain G),

 =  is the magni�
tude of the vector, L ≈ R0.4 is a scale enabling us to
approximate real horizontal covariances.

(c) Resolution of the observing grid suffices for

approximate equality  ≡  ≈

where V = A U T is the volume of domain G (A is the
area of the involved ocean zone, T is the duration of
the analysis making up three years).
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Fig. 3. Depth dependence of water salinity deviations from climate WOA2001 for the 2005–2007 period.
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hypothesis of nonzero mathematical expectation is acceptable if the vertical zero axis is outside these intervals.
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95% confidence interval of satisfiability of the hypothesis (4) at neff  = 600,  = 4. The typical width of this interval for other
regions is 0.02–0.06‰ in the layer down to 800 m, decreasing to 0.005–0.010‰ at the depths 1000–1400 m.
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Under these assumptions and due to the statistical
model introduced in item 4.1, the desirable condi�
tional variance is

 

Performing substitution (s, u)  (s, w), where w = s – u,
in the integral, we obtain

(5)

Here Gs designates the domain produced by differ�
ences s – u, where s is fixed while integration variable
u runs the whole domain G. If, as it was assumed, the
correlation radius of field Δ is much smaller than the
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dimensions of domain G, the internal integral in (5)
may be approximated by a quantity independent of s
and proportional to the so�called integral volume of
correlation (see [4] too):

(6)

where R3 is a three�dimensional space containing
domain G.

Then, since C∗(0) ≡ DΔ(s) ≡ Ds, we finally obtain
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Fig. 4. Root mean square (RMS) deviations of water temperature (°C) from climate WOA2001 for the 2005–2007 period in three
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where N is the number of measurements, μ2 is the sig�
nal�to�noise ratio, determined from (3), and

 (8)

is the efficient amount of independent observations of
the same dispersion (Ds) as the signal Δ, correlated in
time and space, the observations having a mean whose

dispersion equals the dispersion of the mean  It
should be emphasized that derived formula (7) yields
the estimate of dispersion of the spatial–temporal

mean of anomalies 

Let us estimate Neff in our case for the exponential
covariance function. Substituting the exponential

Neff V/Vcorr=

Δ.

Δ
obs

.

covariance function introduced above (see assumption
(b)) into equation (6) and integrating it, we obtain

(9)

With the correlation radius L ≈ 250 km and the
World Ocean area A ≈ 0.6 × 4πa2 (a is the Earth’s
radius, coefficient 0.6 is the fraction of the Earth’s sur�
face that is occupied by the deep�sea ocean), formulas
(8) and (9) give Neff ≈ 7400. Similarly, we derive Neff ≈
2500 for every latitudinal zone and about Neff ≈ 600 for
individual selected geographic regions. So, it is evident
that although the total number of observations
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amounts to hundreds of thousands, the equivalent
number of independent observations is about ten thou�
sand for the whole World Ocean and on the order of a
thousand for every selected region. Nevertheless, in
any case, this is a very large number and we can expect
a high statistical significance of our inferences. In par�
ticular, we can estimate  quite precisely. Therefore,

if hypothesis H0 holds, statistics of criterion ν =

 can be regarded as approximately equal to

ν′ =  and, hence, normally distributed with

zero mathematical expectation and unit dispersion:
ν′ ≈ N(0, l). This means that the threshold criterion

σ
Δ

Δ
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/σ̂
Δ

obs

Δ
obs

/σ
Δ

obs,

value at significance level α can be obtained from the
definition of the significance level:

(10)

where Φ is the distribution function of the standard
normal random quantity. Specifying α = 0.05, we find
c = 1.96 (for instance, [2]). Ultimately, we reject the

zero hypothesis on EΔ = 0 if |  ≥ 1.96, where

 is defined by (7).
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OCEANOLOGY  Vol. 50  No. 2  2010

STATISTICAL STRUCTURE OF SPATIAL VARIABILITY OF THE OCEAN 159

5. RESULTS OF STATISTICAL ANALYSIS

When finding the statistics, the World Ocean was
subdivided into 12 regions: four in every latitudinal
belt (see table). They have been chosen to be fairly
small to apply the assumption of rough homogeneity
but sufficiently large to secure representativeness of
the sample within every region. In a number of cases,
the statistics were evaluated for larger aquatic areas
representing integration of the said regions such as
zonal latitudinal belts or the World Ocean as a whole.

5.1. One�point statistics

5.1.1. Mean deviations of climate. Let us consider
one�point statistics starting from displacements. Their
vertical distributions are given in Figs. 2 and 3.

Positive displacements in the upper 100 m thick
water layer is a common feature of all of the 12 selected
regions (Fig. 2). Here and below we mention only
those features of climate deviations that satisfy crite�
rion (4) at the 95% significance level. These displace�
ments reflect the warming of ocean waters during the
examined three�year period (2005–2007) in reference
to climate in WOA2001 retrieved from data of the pre�
ceding history of oceanographic observations. Statisti�
cally significant warming of the upper layer extends
over all selected regions of the World Ocean. The larg�
est displacements occur in the northern extratropic
zone (0.4°С in the latitudinal zone 20°–65° N with the
maximum 0.7°С in the eastern North Atlantic Ocean)
and two�fold lower values occur in the southern extra�
tropic zone (Fig. 2a). The tropical zone occupies an
intermediate position in values of positive displace�
ments of the upper layer water temperature between
the north and south extratropics (0.25°С over the

whole latitudinal belt with the maximum about 0.4°С
in the western Pacific Ocean).

Climatic trends are extremely diverse in different
ocean areas at the depths from 100 to about 900 m
(Fig. 2b). Positive displacements dominate here, par�
ticularly the upper 100 m thick layer. Against this
background, however, there are regions of explicit
negative displacements. The latter concentrate mainly
in the tropical latitudinal belt. The largest negative dis�
placements have been discovered in the tropical
Indian Ocean (minus 0.4 °С at 120 m depth) and the
Atlantic Ocean (minus 0.25°С at 400 m depth). Dis�
placements are mostly positive and weak at depths
exceeding 900 m.

Salinity displacements exhibit similarly sophisti�
cated distribution patterns (Fig. 3). Salinity growth,
appreciable in recent years in extratropical regions
from the surface down to 500 m depths, is accompa�
nied by salinity decrease of the entire water column of
1400 m in the extratropical zone of the southern hemi�
sphere (excluding the upper 200 m thick layer with
insignificant deviations; Fig. 3a). However, trends of
different signs occur in diverse oceanic basins of indi�
vidual latitudinal zones.

In the northern extratropics, positive displace�
ments (salinity growth) are observable in the Atlantic
Ocean only (up to 0.1‰ near the surface, Fig. 3b). In
the western part of this ocean, they extend to depths of
400 m and 700 m in the western and eastern parts of
the ocean, respectively. As for the temperature, the
eastern North Atlantic Ocean proves to be the most
climatically “displaced” aquatic area (about 0.1‰
near the surface and virtually linear decrease to negli�
gible values with depth down to the 700 m depth level).
Negative (about 0.04‰) displacements of the mean
salinity field are typical of the upper 200 m thick layer
of the Pacific Ocean.

Geography of estimation of statistics

No. Data sampling area Boundary coordinates (longitudes/latitudes)

1 Western North Atlantic Ocean 80°–40° W/20°–65° N

2 Eastern North Atlantic Ocean 40°–0° W/20°–65° N

3 Western part of Northern Pacific Ocean 120°–180° E/20°–65° N

4 Eastern part of Northern Pacific Ocean 180°–110° W/20°–65° N

5 Tropical Atlantic Ocean 70°W–15° E/20° S–20° N

6 Tropical Indian Ocean 34°–120° E/20° S–20° N

7 Western part of Tropical Pacific Ocean 120°E–160° W/20° S–20° N

8 Eastern part of Tropical Pacific Ocean 160°–70° W/20° S–20° N

9 Southern Atlantic Ocean 68°W–24° E/20°–65° S

10 Southern Indian Ocean 24°–146° E/20°–65° S

11 Western part of Southern Pacific Ocean 146°E–140° W/20°–65° S

12 Eastern part of Southern Pacific Ocean 140° – 68° W/20°–65° S
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Different regions of the southern extratropics are
dominated by negative displacements (Fig. 3b). How�
ever, the upper 200 m layer of the Atlantic sector and
the western Pacific sector exhibits weak salinity growth
(0.02–0.04‰) which passes into salinity decrease
(down to minus 0.05‰ in the western Pacific Ocean)
at depths below 400 m.

In the tropical zone, statistically significant positive
salinity displacements occur in the layer from 50 to
200 m but they become negative at the depths 300–600 m.
As for the whole World Ocean, positive significant dis�
placements are characteristic of the upper layer of
300 m thick and of the layer of 800 to 1400 m with
minor deviations between these layers.

Thus, our findings provide evidence of continua�
tion of current total warming of ocean waters, which
has been reported in a number of works based on
empirical data for preceding years. This warming is
characterized by explicit geographical inhomogeneity
but, in total, is the most evident in the upper 100 m
thick layer of any latitudinal zone.

5.1.2. Root�mean�square deviations. Figures 4 and
5 display the vertical distributions and time�depen�
dence of the root�mean�square deviations of water
temperature  and water salinity  as character�

istics of variability of the respective fields.
4
 In our case,

the observable deviations of constant values indicate
that our data series are not strictly time�independent
(Figs. 4b, 5b). However, the relative variations of 

and  are quite suitable to be acknowledged as

acceptable for calculation of the generalized statistics
for the whole period of three years. They do not exceed
10% in the main thermocline (lower clusters of curves
in Figs. 4b and 5b). There is one and only one depth
level of 100 m with the maximum of the vertical distri�
bution of  where the relative changes of the latter

in time do not exceed 20% upon averaging over the
whole World Ocean and 49% over the tropical latitudi�
nal zone. The respective estimates for salinity are 14%
and 20%. For the temperature, the root�mean�square
deviations are 4–5 times greater than the mean dis�
placements. For the salinity, the mean and the root�
mean�square values differ by more than an order of
magnitude.

The occurrence of a local maximum at about 100 m
depth is a distinctive feature of the vertical distribu�
tions of  (Fig. 4a), independently evidenced in

[14], for example. Obviously, its origination is due to
sharpening of vertical gradients within the seasonal
thermocline typical of this depth range. Enhanced
temperature variability is generated by seasonal pro�

4 The estimates of root�mean�square deviations σδT and σδS
comprise the “signal” dispersion (real variability resolved by the
observing grid) and noise dispersion making up 20–40% of the
“signal” dispersion (see below, item 5.3).

σ̂ΔT
σ̂ΔS

,

σ̂ΔT

σ̂ΔS
,

σ̂ΔT

σ̂ΔT

cesses in the course of which the seasonal thermocline
at moderate latitudes appears in the spring and disap�

pears after several months.
5
 It is likely that the

increased temperature variability is additionally influ�
enced by the signal of synoptic eddies and internal
waves, developing against the background of sharper
vertical gradients independently of the latitudinal
zone. The maximal thermocline  (about 1.5°C)

occurs in the tropical zone. Here too, the most explic�
itly expressed vertical localization of higher  takes

place due to the fact that the thickness of the main
thermocline is at its minimum in the near�equatorial
zone and grows with latitude ϕ according to the
dependence ~  [3].

Such sharpening is absent in the distribution of
salinity, and its root�mean�square deviations mono�
tonically change with depth from 0.27‰ (on the sur�
face of the whole World Ocean) or from 0.33‰ (on
the surface of the tropical zone) to 0.02–0.03‰ in the
1000–1400 m layer (Fig. 5a).

5.2. Two�point statistics

5.2.1. One�level covariance function. Isotropic
component. The covariance function, the other statis�
tics remaining the same, changes from region to region
due to the specific features of regional oceanographic
fields. Let us consider the general properties of the
depth�dependence of one�level (i.e., at zl = zk) covari�
ances by the example of functions obtained by averag�
ing individual covariance functions in every selected
region and, therefore, characterizing the mean struc�
ture of horizontal covariances over the whole World
Ocean (Fig. 6).

According to Fig. 6, the horizontal covariance scale
decreases with depth from the surface down to about zk
= 500 m and increases from 500 to 1400 m. The grav�
itation of the horizontal scale minimum to a depth of
about 500 m, where the core of the main thermocline
with maximal vertical gradients occurs (see [3]), is
attributable to the notion that this depth level is favor�
able for variations caused by synoptic eddies of the
open ocean with the characteristic scale 102 km and,
probably, by internal waves.

Except for the surface layer, the horizontal scales of
temperature and salinity fields are roughly identical,
which may be regarded as a consequence of the gener�
ality of the internal dynamic processes in the ocean
that govern the variability of fields T and S in the water
thickness. On the contrary, the structure of the surface
layer (zk = 10�50 m) is substantially conditioned by
external forcings, such as surface fluxes of the momen�
tum, heat, and fresh water. The structure of these

5  Deviations from the climatic means during transformations of
the seasonal thermocline can be related to shifts in the timing of
the emergence and destruction of the thermocline during spe�
cific years in reference to the long�period conditions.

σ̂ΔT

σ̂ΔT

ϕsin
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fluxes, in turn, depends on the atmospheric conditions
differently influencing the heat and fresh water trans�
port from the atmosphere to the upper water layer.
Here the salinity covariance proves to be shorter than
the temperature one. Apparently, the mechanism of
“refinement” of salinity anomalies is linked to the
specificity of the structure of the field of atmospheric
precipitation which is the main supplier of fresh water
into the ocean surface layer. As is known, much stron�
ger “patchiness” is characteristic of this field as com�
pared with the atmospheric fields of wind and temper�
ature influencing the surface temperature of the
ocean.

As for the geographic dependence, the greatest
variations of horizontal covariances from region to
region occur in the upper layer. They decrease with
depth, and, starting from the 200 m depth and as far as
the lower boundary of the observation layer at 1400 m,
the geographic dependence is weak against the back�
ground of fluctuations caused by the limited popula�
tion of data samples (Fig. 7). In the subsurface layer,
the most evident distinctions took place between the
tropical and moderate�latitude ocean zones and
between the west and east of the same zones. In the
tropical zone, the covariances are longer due to zonal
homogeneity of atmospheric forcings and to the effect
of subequatorial currents of zonal orientation on the
origination and transport of thermohaline anomalies.
At moderate latitudes, the covariances prove to be
shorter in the western sectors of the oceans compared
to those in the eastern ones, apparently, because of
narrow jet currents and associated eddies typical of the
western oceans' boundaries at these latitudes.

5.2.2. Horizontal anisotropy. The anisotropy was
estimated using calculation of the horizontal covari�
ance functions for four orientations of the offset h with
two diametrically opposed 45�degree sectors each.
The perceptible distinctions in the orientation of cova�
riance functions were found only for the zonal and
meridional directions. The covariances for the direc�
tions from southwest to northeast and from southeast
to northwest were virtually indistinguishable from the
covariance computed for the assumption of horizontal
isotropy. Therefore, we examine manifestations of
anisotropy by the examples of covariances for zonal
direction with h oriented within the angle range
±22.5° relative to latitude and for the meridional
direction with h oriented within the same range rela�
tive to the meridian (Fig. 8).

Like the other statistics, the anisotropy estimates
depended on both geography and depth. The strongest
anisotropy has been found in the tropical Pacific
Ocean (Fig. 8a). The zonal scale of anomalies, defined
as an offset at which C(h, zk, zl) drops to 0.05, makes up
here about 3000 km, i.e., approximately six times as
high as the meridional scale in accordance with the
common idea of the structure of anomalies, the largest
of which are conditioned by the El Nino phenomenon
and extend in the zonal direction. The dominating ori�

entation is observed in the upper water layer only. The
thickness of the layer of strong anisotropy growth from
300 m in the eastern tropical Pacific Ocean to about
800 m in the west of the latter. The angular orientation
disappears at the depths from 300 to 1400 m in the
eastern sector of the layer under study and from 800–
1400 m in the western one (Fig. 8b). It is notable that
both hydrological fields, i.e., temperature and salinity,
are similar in the anisotropy manifestations. This is an
additional indication of the generality of physical pro�
cesses determining the behavior and structure of these
fields.

Other regions, including the tropical Atlantic and
Indian oceans, exhibit much weaker zonal–meridi�
onal anisotropy. Anisotropy indications in the tropical
Atlantic Ocean are not as distinct as in the Pacific
regions and are traceable only in the upper 50 m thick
layer. Such indications are hardly traceable in the trop�
ical Indian Ocean. As for the extratropics, the anisot�
ropy occurred in the upper 50 m thick layer of the
northern Pacific Ocean only.

5.2.3. Vertical covariances. The vertical covari�
ances, exemplified in Fig. 9, exhibit the following spe�
cific features. They are fairly “compact” in the upper
layers, if the reference depth level zk does not exceed
250–300 m, and broaden in the vertical with deepen�
ing of zk. Compactness of upper layer vertical covari�
ances is governed by the dynamics inherent to the
ocean’s active layer comprising the mixed layer and
seasonal thermocline (pycnocline). Below the active
layer, the dynamics of the main thermocline comes
into force, which results in a greater characteristic ver�
tical scale.

At zero horizontal offset, the approximate symme�
try of covariance in the vertical takes place in reference
to level zk. In other words, the anomalies at a certain
depth are equally correlated with anomalies at the
upper and lower depth levels equally spaced away from
the reference level. Such asymmetry with somewhat
greater deviations is traceable at nonzero horizontal
offsets h too. The covariances for temperature are
more extended in depth (or more compact in the hor�
izontal) than those for salinity. The only exception is
the case of the most shallow reference level (zk = 10 m)
where the temperature covariances decrease with
growing h faster than the salinity covariances.

5.3. Relationships of dispersions of “signal” and “noise”

The foregoing covariance functions make it possi�
ble to calculate the signal�to�noise ratio μ2 using for�
mula (3). Because of uncertainties inherent to the pro�

cedure of extrapolation of covariance function 

to the zero offset, the respective estimates of  are
determined with a significant error and vary from 1.5

to 5.7 for  = 0.6 ⎯  0.85 (Figs. 6–8). However,
such a signal�to�noise ratio markedly exceeds the

Ĉ 0( ),

μ̂2

Ĉ 0( )
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respective estimates from earlier works, dealing with
the XBT�profiles. According to [27],  changed from
0.5 to 1.5 over the northern Pacific Ocean; according
to [26],  ≈ 1 at any depth level down to 400 m; in

[23],  from 0.5 to 2.9 are reported for different lati�
tudes in diverse regions of the tropical Pacific Ocean
with domination of estimates around unity and lower.

Thus, substantial improvement in the informative�
ness of modern Argo measurement system should be
noted with respect to the XBT�profiling of past
decades both in spatial coverage of the World Ocean
and in the accuracy of the presentation of the observ�
able variability of ocean waters. This was achieved at
the expense of increased spatial–temporal resolution
of the observing grid.

μ̂

μ̂
μ̂

6. DISCUSSION

The observational data for the years 2005–2007,
used to estimate the statistics, describe the current
state of ocean waters. As follows from analysis of mean
deviations, this state exhibits statistically meaningful
positive displacements of water temperature relative to
climate WOA2001, constructed from the data for the
entire preceding history of oceanographic observa�
tions.

The indications of changes in the average state of
ocean water, obtained from data for the foregoing
three�year period, corroborate general trends empha�
sized in a number of works that, however, were aimed
at earlier time periods. Our results provide evidence of
the present�day continuation of general warming of
waters noted in studies [20, 21]. The latter, relying
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Fig. 7. One�level covariance functions of displacements of water temperature from climatic distributions, computed for 12 geo�
graphic regions at the depths 10 m (a) and 500 m (b) under the assumption of horizontal isotropy.
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upon the information in databases of atlases WOA1998
[19] and WOA2001 [10], established trends of growth
of heat storage in oceanic waters as deep as 3000 m
observable during the last 50 years. In agreement with
[21], we have found that the greatest warming takes
place in the Atlantic Ocean, especially in its northern
regions. The latitudinal–vertical distribution of mean
changes agrees too. Particularly, the warming is at its
maximum in the surface layers and attenuates with
depth. The domain of water cooling in the meridional
section is localized in the tropical zone at depth levels
from 100 to 800 m.

Water warming is likewise indicated by the results
of work [17] where changes in heat storage in the upper
1500 m thick layer of the North Atlantic Ocean within
the latitudinal belt between 10°–70° degrees N have
been studied from Argo buoy data for the years 1999–
2005. According to [17], in spite of the positive tem�
perature trends, displacement of heat storage of North
Atlantic waters relative to the climate WOA2001
remained negative until 2005. However, by the end of
2005, this displacement is close to zero and, if the pos�
itive trend persisted during subsequent years, when

data for our study was collected, this period had to
become a period of positive displacements of temper�
ature within the whole layer 1500 m thick relative to
the climate WOA2001, which agrees with our results.
The occurrence of a maximum of negative tempera�
ture displacements at the depth about 700 m, corre�
sponding to the interface between the lower main ther�
mocline and the upper intermediate waters, qualita�
tively agrees with our results too.

One more common feature is a distinct seasonal
cycle of temperature anomalies at upper depth levels
traceable from our data and from the results of work

[17].
6
 The occurrence of such cyclicity indicates that

climate WOA2001 for the upper water layers (from 0 to
50–70 m) is not quite adequate in describing contem�
porary seasonal changes recorded with the Argo mea�
surement system. Seasonal periodicity is most pro�
nounced in the northern Atlantic and Pacific oceans

6 By definition, anomalies are deviations of a seasonally changing
climatic state. Their variability in time has to be deprived of sea�
sonal periodicity if climatic data agree on average with the data
of actual observations.
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Fig. 8. One�level covariance functions of displacements of
water temperature from climatic distributions, computed
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(the amplitude of temperature changes makes up 1.0–
1.4°C at the depth 10 m). Seasonality indications are
perceptible in changes in the salinity anomalies of the
upper water layer in certain extratropical ocean zones
(in the east of the North Atlantic Ocean, and in the
south of the Indian and Pacific oceans). The discrep�
ancies of our results and those of work [17] occur in the
upper 100 m thick layer where both our estimates and
data in [21] yield the greatest positive displacements,
while negative deviations occur here according to the
cited work. These disagreements can be attributable to
differences in the time periods involved and, possibly,
in data processing procedures.

The temperature displacements in the tropical
Atlantic Ocean according to our estimates (0.07–
0.10°С at depths of 900 to 1400 m) are also close to the
temperature increase in intermediate waters of the
equatorial zone of the North Atlantic Ocean (0.05–
0.12°С from 500 to 1250 m depth), found from data in
two zonal sections occupied in 1993 and 2000 [5].

As for the two�point statistics, the indications on
the decrease of horizontal scales of temperature cova�
riances from the surface down to 500 m depth, given
above in item 5.2.1, agree with the findings of work
[27] obtained on the bases of XBT�measurements in
the North Pacific Ocean in 1968–1974 within the lat�
itudinal belt 20°–50° N. In agreement with [27], our
data indicate that the sharpest decrease in the horizontal
scale occurs in the northern extratropical Pacific Ocean
when passing from the near�surface layer (z = 10 m) to
the underlying depth levels (about 50 m to the west and
about 100 m to the east of this zone) and that thickness
from 50–100 to 1400 m exhibits much weaker depth
dependence of covariance horizontal scales. In agree�
ment with [27], the covariance scale in surface waters,
defined as the abscissa of the zero covariance function,
makes up about 1600 km for the meridional direction
and twice as much for the zonal one. In the tropical
zone, the degree of anisotropy is relatively large
because the dynamic structure of the zone is deter�
mined by a system of narrow currents of zonal orien�
tation. As follows from our data, here the meridional
scale is about 500 m while the zonal scale exceeds 3000
m (Fig. 8a). The six�fold difference in scales is close to
estimates obtained in [23, 24] from XBT�observations
in 1979–1983 in the tropical Pacific and Indian
oceans (respectively, 300 and 1600 km with two�fold
increase during El�Nino years). However, these data
and those in [27] describe the upper 400 m layer giving
no information concerning the structure of the under�
lying layers. We obtained such information after dis�
covering earlier unknown weak growth of horizontal
scales in the layer of 500 to 1400 m. Supposedly, this
effect is due to the attenuation of synoptic distur�
bances below the core of main thermocline. Agree�
ment with [27] is traceable too when comparing cova�
riances for the eastern and eastern segments of the
zone under study. In the west, the covariances prove to
be shorter because of stronger development of the syn�

optic barotropic structures. Similar relationship is
valid also for the west/east aquatic areas of the north�
ern extra�tropical Atlantic ocean.

7. CONCLUSIONS

The estimates of first and second moments have
been obtained for fields of temperature and salinity
from observational data of Argo system. Among other,
our analysis of the data provides evidence on presently
continuing general warming of ocean waters reported
in a number of works based of data for preceding years.
The warming features the explicit geographic and ver�
tical inhomogeneity but, in total, is the most pro�
nounced in the upper 100 m layer both at tropical and
moderate latitudes. Unique features of the observing
system Argo made possible for the first time to obtain
the estimates of spatial statistics of salinity field inac�
cessible to other research means. Specifically, it has
been shown that spatial structure of the salinity field is
similar to that of the temperature field, excepting the
fields in the surface layer.

In the future, as Argo data accumulate, this analysis
may be continued and refined. Nevertheless, the use of
observations already available allowed us to obtain new
important information concerning the statistical
structure of thermohaline fields in the ocean, includ�
ing refinement of the horizontal covariance structure
in different geographic areas and earlier unknown evi�
dence on vertical and three�dimensional covariances.
This information and data processing procedures
developed for its retrieval can be useful for improving
techniques of analysis and assimilation of oceano�
graphic data.
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