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Dear Editor, dear Reviewers, 8	

We would like to thank you for the positive evaluation of our manuscript, the constructive 9	

criticism and the very careful corrections and suggestions, which surely helped to improve the 10	

manuscript. On the next pages we will answer point by point to the remarks of the reviewers 11	

and how we intend to address their concerns in the manuscript. Below, comments by the 12	

reviewers are marked italic and our response as normal text.  13	

 14	

 15	

Anonymous Referee #1  16	

The paper presents an appropriate overview of eddy properties off the west African up- 17	

welling (TANWA region) and of their contribution to transports. It uses most of the data of the 18	

upper ocean available, either in situ or satellite-based, and nicely synthesizes the results. The 19	

methodology both for identifying eddies, tracking them or establishing their properties is 20	

appropriate. The introduction gives a fine state-of-the-art review, and the discussion/ 21	

conclusion sections presents a fine analysis of the relevance of the results and of possible 22	

limitations of the approach.  23	

Thank you very much for this evaluation. 24	

 25	
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What folllows are some minor comments/queries:  1	

Data and methods:  2	

Right choice of satellite data products. Among the data, glider data collected in this region 3	

have not been used. Is it because of insufficient vertical reach of the glider CTD data? (maybe 4	

not before end 2013?).  5	

 6	

- Before the end of 2013 we only had two glider missions in the TANWA (2010 and 2013) 7	

that possibly could use in the present eddy study. We checked the glider data on potential 8	

eddy crossings and found only few profiles that could be used, but overall do not help to 9	

improve the eddy statistics significantly. Thus we decided not to use glider data here. 10	

However, for future studies glider data is getting interesting due to the intensification of glider 11	

deployments in the TANWA during the last years in the project AWA/Eddy-Hunt (see also 12	

special issue in Biogeosciences: http://www.biogeosciences.net/special_issue213.html). 13	

  14	

Among the Argo data, 40% rejection with the three criteria chosen seemed particularly high: 15	

which of the criteria used explains that in this region?  16	

 17	

- The Argo float data marked with quality category 1 still had several issues, which led to the 18	

rejection of the relatively large number of profiles for the present study. From original 2906 19	

profiles in the TANWA we delete 886 profiles (31%): 52 profiles were deleted because they 20	

have no data between 0 and 10 m depth; 31 profiles were deleted because they have less than 21	

4 data points in the upper 200 m; 139 profiles were deleted because they do not reach down to 22	

1000 m. The remaining 664 profiles were deleted because either the temperature, salinity or 23	

pressure measurement was not existent, the pressure was not continuous or temperature or 24	

salinity measurements were obviously wrong for that region (temperature > 40°C and 30 < 25	

salinity > 40). This additional information of how many profiles are rejected due to the 26	

different criteria’s is now added to the manuscript (page 3051, line 13-17): 27	

 28	

„In the following, we give the criteria applied to the Argo float profiles and in brackets the 29	

percentage, to which the criteria were fulfilled. Selected profiles must i) include data between 30	

0 and 10 m depth (98.2%), ii) have at least 4 data points in the upper 200 m (98.8%), iii) reach 31	

down to 1000 m depths (95%), iv) continuous and consistent temperature, salinity and 32	

pressure data (78%). This procedure reduced the number of profiles by around 30% to 2022 33	

Argo float profiles for the TANWA.“  34	
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 1	

In CVOO mooring profiles, the reference profile is chosen before the eddy passage. Any 2	

reason for not also taking into account profiles collected afterwards?  3	

 4	

- We thought that the profile before the eddy passage is very likely not affected by the eddy, 5	

while the profile after the eddy passage could include contributions from the eddy core mixed 6	

with the surroundings. But we checked now diverse profiles before and after the eddy passage 7	

and could not find a systematic difference. Thus, we agree with the reviewer and conclude 8	

that it is not relevant if a reference profile is taken before or after an eddy. 9	

 10	

Bottom page 3053, line 17-19: not completely clear. Is it that for each profile inside an eddy, 11	

one checks whether there are reference profiles outside of the eddy filling the criteria and 12	

then estimate (or not) an anomaly. . .  13	

 14	

- Yes, it is exactly what we have done. For every profile inside of an eddy we searched for a 15	

reference profile outside of an eddy to compute an anomaly. This reference profile should be 16	

at maximum 120 km apart of the eddy center (not within another eddy) and ±25 days apart 17	

from the time the profile inside of the eddy were taken. If no reference profile is fulfilling 18	

these criteria, an anomaly cannot be derived. To clarify this we changed page 3052 line 15 to 19	

20 from:  20	

“Here we are interested in the anomalous water mass characteristic inside the eddy compared 21	

to the surrounding water. Anomaly profiles of potential temperature, θ, salinity, S, and 22	

potential density, 𝜎θ, were derived as the difference of the profiles inside and reference 23	

profiles outside of an eddy. Profiles outside of eddies are required to be taken within a 24	

maximum distance of 120 km from the eddy centre and at maximum ±25 days apart from the 25	

time the profile inside of the eddy were taken (Figure 4). For 176 profiles out of the 1174 26	

profiles inside of eddies no reference profile could be found fulfilling these criteria. In total 27	

587 anomaly profiles for anticyclones/ACMEs and 411 anomaly profiles for cyclones were 28	

derived.” 29	

 30	

Results and Discussion 31	
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The average eddy-radius is 56 km, so it is rather close to the resolution in the AVISO 1	

products that are used to estimate the eddy statistics (size, velocity). What is the implication 2	

on these statistics? 3	

- As correctly mentioned by the reviewer the AVISO SLA products cannot resolve eddies 4	

with radii smaller than 45-50 km and, consequently, no eddies with radii smaller than 45 km 5	

were included in our database. The occurrence of eddies decreases rapidly with increasing 6	

eddy radius and eddies with radii between 45 – 60 km that are close to the resolution limit of 7	

the AVISO product dominate the eddy statistics. Thus, the given number of eddies and 8	

corresponding eddy fluxes must be seen as a lower limit and would increase if accounting for 9	

smaller eddies. We include a corresponding sentence in the manuscript at page 3056, line 11: 10	

“Note, that the given number of eddies must be seen as lower limit due to the coarse 11	

resolution of the satellite products.”  12	

I understand that the uncertainties in tracking due to errors in mappings (insufficient 13	

altimetric covereage) requires to check whether same eddy reemerges a while after. I did not 14	

fully understand what is the cirterium used to identify a same structure after a tracking 15	

interruption.  16	

- The insufficient explanation of the tracking algorithm was also noted by referee #2. We 17	

rephrased this paragraph and added additional information to improve its structure, both 18	

hopefully clarifying the description of the applied algorithms. We added the paragraph at page 19	

3050 line 3-11: 20	

“When applying the two different eddy detection methods to the SLA data from the TANWA 21	

region, we used the same eddy detection thresholds for both methods, i.e. a feature only 22	

counts as an eddy, if its radius is larger than 45 km and it is detectable for a period of more 23	

than 7 days. Note, as the identified eddy areas are rarely circular we used the circle-equivalent 24	

of the area of the detected features to estimate the radius. For eddy tracking both eddy 25	

detection methods use the same tracking algorithm. An eddy trajectory was calculated if an 26	

eddy with the same polarity was found at least in 7 consecutive SLA maps (corresponding to 27	

one weeks) within a search radius of up to 50 km. Due to e.g. errors in SLA mappings 28	

(insufficient altimetric coverage) an eddy could vanish and reemerge after a while. Therefore 29	

we searched in 14 consecutive SLA maps (corresponding to 2 weeks) in a search radius of up 30	

to 100 km after an eddy disappearance, if eddies with the same polarity reemerges. If more 31	
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than one eddy with the same polarity emerge within the search radius, we defined the 1	

following similarity parameter to discriminate between the eddies:  2	

 3	

𝑋 = √( !"#$%&'(
!""

)! +  (∆ !"#$%&
!"#$%&!

)! + (∆ !"#$%&%$'
!"#$%&%$'!

)! + (∆ !"!
!"!!

)! ,     (1) 4	

which include four terms including the distance and the difference of the two radii, mean 5	

vorticities and mean EKE of the eddies. 𝑅𝑎𝑑𝑖𝑢𝑠!, 𝑣𝑜𝑟𝑡𝑖𝑐𝑖𝑡𝑦! and 𝐸𝐾𝐸! are the mean radius, 6	

vorticity and EKE of all identified eddies in TANWA. The eddy with the smallest X is 7	

selected to be the same eddy.” 8	

3.2 formation and propagation (pages 3058-3059). Very interesting and informative sections. 9	

On the other hand, the arrows and eddy corridors delineated on figures 8 (right panels) are 10	

rather schematic. Is there a way to be more quantitative there. At least, it should be possible 11	

to add average speed (both zonal and meridional) as well as its rms for these different 12	

’average’ vectors (and each eddy type). For ACME, however, statistics might not be that 13	

relevant. Seems that they are mostly in the north?  14	

- Referee #2 also noted the rather schematic presentation of the eddy propagation in figure 8. 15	

We decided to add trajectories of long-lived eddies exemplarily showing the eddy propagation 16	

direction and pathways (see figure 1). The satellite statistics indicate that long-lived ACMEs 17	

occur mostly in the northern part of TANWA, but recent in-situ observations found ACME 18	

structures in surprisingly high numbers and in a wide area from about 5°N to 20°N east of 19	

30°W in the tropical Northeast Atlantic Ocean (for more details see Schütte et al. 2016).  20	
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 1	

Figure 1: Upper row old figures: Total number of eddies detected in 1/6° x 1/6° boxes for 2	

cyclones, anticyclones and ACMEs. Only eddies are counted with a lifetime larger than 35 3	

days. Main eddy propagation corridors are indicated by solid black lines and thick black 4	

arrows, main generation spots by circles with crosses. Lower row new figures: Total number 5	

of eddies detected in 1/6° x 1/6° boxes for cyclones, anticyclones and ACMEs. Only eddies 6	

are counted with a lifetime larger than 35 days. Main eddy propagation corridors are indicated 7	

by solid grey lines and selected trajectories of long-lived eddies. The dots mark the starting 8	

point of the eddy trajectories. 9	

p.3059-3060 interesting strong seasonal dependency on cyclone formation that is correctly 10	

identified and analyzed. I see it much less with anticyclones (except after removing ACME), 11	

and not so sure that the July isolated peak is so relevant (or at least, this should be further 12	

argued; as one could as well state the maximum at the end of the year...).  13	

- We agree with the reviewers comment and included one sentence at page 3060 line 12-13 to 14	

mention the maximum of anticyclone formation at the end of the year: 15	

 “While the maximum formation of cyclones occurs in June during the acceleration phase of 16	

the MC, the seasonality of anticyclone formation is not as distinct with weaker maxima in 17	

July and at the end of the year.”  18	

Obviously, ACME have a formation peak in spring, during the core upwelling season. Is it the 19	

influence of the undercurrent water, which would also explain why they have such a strong 20	

SACW signature?  21	

- Yes, we think that the instability of the poleward undercurrent (PUC), which is strongest 22	

during the core upwelling season (spring), are involved in the formation of ACMEs (e.g. as 23	

suggested by D’Asaro 1988). The PUC with its core depth at around 100 m depth transports 24	

SACW northward, which could explain the strong SACW signature of ACMEs. Hence water 25	
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mass anomalies and depth range of ACME cores coincide with the PUC. However, we have 1	

no observational evidence of the instability process. That is why we are not discussing the 2	

formation process in detail and only mentioned the context on page 3060 line 16-17, that 3	

during the time of maximum ACME formation the PUC is strongest and getting unstable at 4	

the end of the upwelling period.  5	

Could a cap be formed in spring time over a structure that would be cold and fresh at 6	

subsurface, with the formation related to subsurface eddying? 7	

- With the formation of an ACME, a subsurface water volume is established within the eddy 8	

core (at around 80-100 m depth) that is largely isolated from the surroundings and transported 9	

westwards with the eddy. The mixed layer above the eddy core is not similarly isolated 10	

because of the weaker eddy rotation near the surface. Water exchange above the eddy core 11	

with the surroundings is thus much more effective. The weaker surface anomaly of ACMEs 12	

compared to cyclones or anticyclones might be maintained by vertical mixing between the 13	

mixed layer and the eddy core resulting in weak cold and fresh mixed layer anomalies.  14	

3.4: eddy structure. Very nice summary statistics. However, on table 3, I am not sure of the 15	

consistency of the 5 comparisons. One difference; for 2 to 5; diff of T-anomalies in 16	

anticyclone-cyclone=1.2°C, whereas for 1 it is 2.1°C? (also larger diff for salinity in 1: 0.29, 17	

compared to 0.15 for 2 to 4). Why is there such a large difference, which seems to have 18	

mostly originated from cyclones? Could it be that at the chosen distance from cyclone core, 19	

one tends to be into an anticyclonic structure: this would be somewhat surprising, but...? 20	

 21	

- To explain the differences between the climatologies we included in table 1 the mean 22	

temperature and salinity values in a small box in TANWA in 100 m depth during June. The 23	

order of the climatologies from warm (saline) to colder (fresher) values is MIMOC, WOA, 24	

CSIRO, Levitus. This explains the highest (lowest) temperature anomaly for cyclones 25	

(anticyclones) using the MIMOC climatology and a decreasing (increasing) anomaly with the 26	

climatologies WOA, CSIRO and Levitus. The same is valid for salinity. In our example box 27	

the MIMOC climatology is nearly 0.5°C warmer and 0.3 more saline than the CSIRO 28	

climatology. These differences between the different climatologies are of the same order of 29	

magnitude than the water mass anomalies in the eddy cores.  30	

 31	

 32	
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 1	

 Cyclones (CE) Anticyclonic eddies (AE) Difference (CE-AE) 

Temp [°C] Salt Temp [°C] Salt Temp [°C] Salt 

Next Profile Out -1.22 -0.26 0.87  0.13 -2.09 -0.39 

MIMOC -0.56 -0.32 0.60 -0.17 -1.16 -0.15 

WOA -0.32 -0.10 0.85  0.05 -1.17 -0.15 

CSIRO -0.21 -0.08 0.94  0.06 -1.15 -0.14 

Levitus -0.16  0.97  -1.13  

 Mean temperature 

(14.5N to 15.5N / 18.5W to 19.5W) 

at 100m depth, during June 

Mean salinity 

(14.5N to 15.5N / 18.5W to 19.5W) 

at 100m depth, during June 

 Temp [°C] Salt 

MIMOC 15.06 35.80 

WOA 14.66 35.64 

CSIRO 14.60 35.52 

Levitus 14.53  

 2	
Table 1: Upper table: On the left different mean temperature and salinity anomalies of cyclones and 3	
anticyclones (anticyclones + ACMEs) of the first 350 m relative to reference profile (Next Profile Out) or 4	
different climatologies (CSIRO CARS2009a V1.1 climatology, monthly WOA09 climatology, monthly MIMOC 5	
V2.2 climatology, monthly Levitus94 climatology with salt values not included in monthly base). Right column 6	
shows the difference between mean anomalies of cyclone and anticyclone in each case. Lower Table: Mean 7	
temperature and mean salinity in a box of 14.5N to 15.5N / 18.5W to 19.5W in 100 m depth during June of the 8	
different climatologies. 9	
 10	

The difference between the mean temperature (salinity) anomaly of anticyclones and cyclones 11	

is around 1.15°C (0.15) for all climatologies (see table 1), which one would expect, if all 12	

climatologies behave similarly. The differences derived by using the “next profile outside” 13	

are instead larger when compared to the differences derived by using the climatologies. As 14	

suggested by the reviewer, the “next profile outside” could be located in a neighboring eddy 15	

of reversed polarity. While we used only reference profiles outside of eddies (as identified by 16	

the eddy detection algorithm), we cannot exclude that eddy borders are inaccurately 17	

determined due to noise in the SLA data or the reference profile is located near a neighboring 18	

eddy of reversed polarity. Such a possible influence is discussed in an additional paragraph at 19	

page 3046 line 1: 20	
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 1	

“The differences in the mean anomalies depend on the used reference profiles. Besides the 2	

“next profile outside”, we used different climatologies as reference. However, the differences 3	

between the climatologies are of similar magnitude than the derived mean anomalies of the 4	

different eddy types (Table 1). When using the “next profile outside” as reference we 5	

obtained larger mean anomalies, which could suggest that the “next profile outside” is 6	

systematically biased by nearby eddies of reversed polarity (which are not detected perfectly 7	

by the eddy detecting methods). However, in particular in regions with strong gradients/fronts 8	

(e.g., CVFZ, coastal upwelling) with strong seasonality and variability, the “next profile 9	

outside” should deliver the most realistic background condition surrounding an eddy and thus 10	

should be preferably used to calculate water mass anomalies transported by eddies.” 11	

 12	

3.5: when estimating, volumen (mass), assumption of coherency (close streamlines) to 350m. 13	

Why this choice? (as one goes down, geostrophic velocity would diminish, thus water would 14	

be less trapped).  15	

- We choose 350 m depth as maximal trapping depth as the mean temperature and salinity 16	

anomaly in the eddy vanishes around that depth (see in the submitted manuscript page 9, line 17	

33-34). The reduction of the anomaly with depth is associated with reduced trapping of the 18	

water mass inside the eddy core due to a reduction of the rotational velocity with depth below 19	

the eddy core. 20	

 I am slightly flustered by the estimates of transport and release based on ASA and AHA, as 21	

they assume implicitly that there is horizontal compensation of mass, thus heat/salt by 22	

reference water (thus rather different when one uses reference profile or the climatologies 2 23	

to 5). Also, clearly, one expects partial compensation between the cyclones and anticyclones, 24	

and thus the net estimate will be very dependent to how structure are identified, how the 25	

statistics are established and how they are tracked. I am not convinced that these 26	

computations bring any relevant estimate (at least order of magnitude).  27	

- We agree with the reviewer: the assumption behind our calculation of ASA and AHA is the 28	

compensation of mass with background (next profile outside) conditions. In this sense, our 29	

results represent a first order estimate of the heat and salt transports associated with westward 30	

migrating cyclones and anticyclones. These heat and salt transports are, when compared to 31	



	 10	

surface heat and freshwater fluxes, a non-negligible effect in the heat and freshwater budget 1	

of the TANWA, which in our opinion is worth to be noted.  2	

After, bottom page 20 and 21, estimate of transport of SACW yields more robust results with 3	

strong differences between structures that are carefully analyzed (better transport by ACME 4	

and then cyclones. . .; but for anticyclones, is it compatible with earlier statement on U/C on 5	

good water trapping in these structures). An important role of eddies is identified to transport 6	

SACW from the coast to the west (and all the way to Cap Verde front?)  7	

- The main reason for the weak water mass anomalies in anticyclones seems to be the 8	

formation mechanism. During boreal summer, which is the dominant formation period, 9	

anticyclones are formed on the warm side of the southward surface boundary current. In this 10	

case, the water mass anomalies in the cores are very weak from the beginning.  11	

To comment on the nonlinearity, i.e. the trapping of water mass anomalies, we shortly discuss 12	

the differences between the different eddy types in the following. After their generation, 13	

eddies of all three types propagate westward with a speed, c, of about 3.00 ± 2.15 km day-1, 14	

which is in general agreement with the first baroclinic mode Rossby wave phase speed at that 15	

latitude range. The maximum surface swirl velocity, U, as obtained from the surface 16	

geostrophic velocity of in SLA detected eddies is on average 16 ± 10 km day-1 in cyclones, 15 17	

± 10 km day-1 in anticyclones and 14 ± 9 km day-1 in ACMEs. This indicates highest 18	

nonlinearity for cyclones α = U/c = 5.2, followed by anticyclones α =4.9 and ACMEs α = 4.6. 19	

Due to this nonlinearity the exchange between eddy interior (eddy core) and surrounding 20	

water is limited and hence they are able to trap and transport water masses. However, the 21	

nonlinearity of ACMEs is much large at the subsurface eddy core and thus the trapping can be 22	

estimated to be most effective in ACMEs. During a recent research cruise of the R/V Meteor 23	

(M 105), for example, an ACME could be crossed in the TANWA. The ADCP zonal and 24	

meridional currents show a baroclinic, anticyclonic rotation flow, with a maximum swirl 25	

velocity of about 31 km day-1 at about 100 m depth, in that depth α = 13 (see more in 26	

Karstensen et al. 2016).  27	

 28	

Figures 2 and 3: the tracks on fig.2b of cruises do not always cover the red dot of cruise 29	

CTDs in Fig. 3 (for example near 15°N or 13°N). 30	

 31	
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- Thank you very much. We corrected the figure. Unfortunately the cruise tracks in figure 2b 1	

were not complete. We create a new figure including all cruise tracks, the red dots of figure 3 2	

should now be covered by the cruise tracks in the new figure 2b. 3	

 4	
Figure 2: Mean potential temperature (b) at 100 m depth in the TANWA from the MIMOC 5	

Climatology (Schmidtko et al., 2013). The thick black/white line indicates the CVFZ. The 6	

thin dashed lines mark cruise tracks of 20 research cruises to the TANWA. The right panel 7	

shows a map with the locations of available profiles taken in the TANWA between 1995 and 8	

2013. Red dots mark shipboard CTD stations and blue dots locations of Argo float profiles. 9	

Figure 9, I am wondering how one can separate ACME from other anticyclones for their 10	

generation in the source region? (to be more specific: at what point in eddy life is SST used to 11	

characterize whether anticyclone is an ACME or not). 12	

- This is an interesting point. We calculated the difference of the SST anomaly in the eddy 13	

core for ACMEs as function of longitude (Figure 3). As questioned by the reviewer, there is 14	

indeed a large variability in the SST anomaly with smaller values near the coast, an abrupt 15	

increase toward offshore at about 18°W and a continuous weakening further offshore during 16	

westward eddy propagation. 17	
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 1	

 2	

Figure 3: SST anomaly of the eddy core as function of longitude. Black – mean SST anomaly 3	

of all detected ACMEs from satellite data; Green, red, blue – SST anomaly of 3 different 4	

ACMEs where glider or shipboard observations during the lifetime of the eddies were 5	

conducted and clearly identified the eddy as ACME.  6	

We do not include a threshold in eddy life to detect ACMEs and searched for anticyclones 7	

with reduced SST also in the source region. The eddy detection methods could not detect an 8	

eddy near to the coast, as it requires at least structures larger than 80 km on diameter and with 9	

a lifetime of more than a week. Hence, detection signals from the near-coastal 10	

ACME/anticyclone generation region and eddies just generated near to the coast are not 11	

included in the statistics. Therefore we think that ACMEs could not be misleading as 12	

anticyclones (or vice versa) near to the coast. Nevertheless, the development of the SST 13	

anomalies including the sudden increase (likely when the eddy leaving the upwelling area) 14	

followed by a continuous decrease (likely associated with the continuous weakening of the 15	

eddy structure) of the absolute anomaly is very interesting but beyond the scope of this work. 16	

Figure 12: for ACME, left sections and right average profiles are compatible for ACME, but 17	

show same anomaly sign for T and S through the vertical profile. It is worth mentioning that 18	

there S dominates over T for horizontal density gradients below the eddy core (somehow, I 19	

did not see that mentioned in the text; lines 22-23 of 3.4.2 state the opposite, but probably 20	

only refer to cyclones and anicyclones). (fully compatible with figure 15)  21	

- We added one sentence in the manuscript at page 3063 line 15. Now, we are also mentioned 22	

that S dominates over T for horizontal density gradients below the eddy core for ACMEs: 23	
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“Note, that beneath the eddy core (>150 m depth) horizontal density anomalies are dominated 1	

by salinity with temperature playing a minor role.” 2	

  3	
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Anonymous Referee #2  1	

This study provides a thorough analysis of the eddy characteristics in the Tropical North 2	

Atlantic Ocean, merging various satellite and in-situ datasets. The paper provides a very 3	

interesting description of the eddy properties, with a special focus on their vertical structures 4	

and associated crossshore transports from the near-coastal upwelling region to the offshore 5	

ocean. I really appreciated i) the proposed discrimination between "regular" anticyclones 6	

and anticyclonic mode water eddies, ii) the use of satellite sea- surface salinity data which 7	

are barely used in studies dealing with mesoscale activity. I really liked reading this paper 8	

which is well-written and conveniently organized. The conclusions are supported by the use of 9	

appropriate methods and data. I have only some minor comments/suggestions that could 10	

probably help to improve the quality and clarity of the paper:  11	

Thank you very much for this evaluation. 12	

Abstract: 13	

 As the number of eddies per year is highly dependent of the minimum lifetime used in the 14	

tracking algorithm, I strongly recommend to mention this duration.  15	

- We agree and added the information of the minimum lifetime (7 days) used in the tracking 16	

algorithm to the abstract (page 3044, line 13-15):  17	

“About 146 ± 4 eddies per year with a minimum lifetime of 7 days are identified (52% 18	

cyclones, 39% anticylones, 9% ACMEs) with rather similar mean radii of about 56 ± 12 km.” 19	

Introduction: 20	

The introduction is concise and well written. p.3045, L18-21. It is mentioned that previous 21	

studies found a low eddy activity in the TANWA region (p.3045, L18-21). However, among 22	

the 4 major upwelling system, the TANWA region has been shown to be one of the most active 23	

in terms of eddy generation, both at the coast and around the Cap-Vert islands [see for 24	

instance Figure 1 in Chaigneau et al., 2009].  25	

- As correctly stated by the reviewer high mesoscale activity in terms of eddy generation is 26	

shown by Chaigneau et al 2009 for the TANWA region with similar hot spots for eddy 27	

generation around Cap-Vert and the Cape Verde Islands as we could identify in our 28	
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manuscript. 1	

 2	

Figure 4: Extraction of eastern Atlantic from a) Chaigneau et al. 2009 Figure 1 showing the 3	

first detection of eddies, b) Chaigneau et al. 2009 Figure 2 showing the frequency of long-4	

lived eddies (>35 days) and c) Chelton et al. 2011 Figure 4 showing trajectories of long-lived 5	

eddies (>16 weeks).  6	

In the introduction we wanted to point to a difference between former studies and our studies 7	

regarding the occurrence of long-lived eddies. In the former studies (Figure 4 b,c) the number 8	

of long-lived eddies was found to be small or not existing in parts of the TANWA, while in 9	

our study long-lived eddies with coastal waters trapped in their cores could be observed as far 10	

as 800 km offshore at the CVOO mooring. However, we agree with the reviewer that the 11	

sentence was rather strict and not fully correct and rephrased the section in the introduction 12	

(page 3045 , line 18-23) from 13	

„However, global as well as regional satellite based studies of eddy distribution and 14	

characterisation (Chelton et al. (2007), Chaigneau et al. (2009), Chelton et al. (2011)) found 15	

eddy activity in the TANWA low and with the absence of long-lived eddies (>112 days 16	

referred to Chelton et al. (2007), >35 days, referred to Chaigneau et al. (2009)).“ 17	

to 18	

„However, global as well as regional satellite based studies of eddy distribution and 19	

characterisation (Chelton et al. (2007), Chaigneau et al. (2009), Chelton et al. (2011)) found 20	

high eddy activity in terms of eddy generation in the TANWA, but only rare occurrence of 21	

long-lived eddies (>112 days referred to Chelton et al. (2007), >35 days, referred to 22	

Chaigneau et al. (2009)).“ 23	

3.1. Mean eddy genesis and propagation

Fig. 1a shows the geographical distribution of the eddy genesis,
which is defined at each grid point as the number of times a new
eddy is formed over the 15-year period. In the four EBUS, eddies
are mainly generated along the coasts and some localized ‘‘hot
spots” can be discerned. For instance in the PCUS, higher numbers
of eddies are formed off Pisco (15!S), but also between 25 and 30!S
and south of Concepción (37!S); in the CALUS, eddies are born prin-
cipally in the southern part of the sea of Cortez (!20!S), but also off
Punta Eugenia (!28!N), Conception Point (!34!N) and Cape Blanco
(!43!N); in the BENUS, numerous eddies are generated around
Lüderitz (26!S) off Namibia and at 15!S off Angola; finally, in the
CANUS, the main eddy formation sites are found south of the three
archipelagos (Azores, Canary and Cape Verde islands), west of Por-
tugal, and around Cape Ghir (!32!N) and Dakar (!15!N) along the
North-African coast. The mechanisms responsible for eddy genera-
tion in these different regions may be multiple: interaction of the
large-scale currents with the bottom topography, coastline geom-
etry or islands (Røed and Shi, 1999; Tseng and Ferziger, 2001;
Arístegui et al., 1994); local baroclinic instability and wind-forcing
near the coast (Pares-Sierra et al., 1993); vorticity input from wind-
stress curl through Ekman pumping (Kelly et al., 1993); vorticity
conservation and instability of coastal currents (Leth and Shaffer,
2001; Willett et al., 2006); coastal-trapped-waves of equatorial
origin (Zamudio et al., 2008), etc. However, it is noteworthy that,
due to the coarse resolution of the altimeters, only well-formed
eddies can be detected and tracked. This may imply some uncer-
tainties in the identification of preferential areas for eddy genesis
where smaller or complex structures may not be captured by
remote sensing.

Once generated and according to quasi-geostrophic theory, ed-
dies on a b-plane should propagate westward with a speed propor-
tional to the vertical stratification (Cushman-Roisin, 1994). The
vertical stratification also leads to an expected eddy size, the Ross-
by radius of deformation (Rr), which can be estimated from in situ

observations (Chelton et al., 1998). Both Rr and the westward drift
are expected to decrease toward the poles but also eastward due to
geographical variations of the stratification, which tends to be
weakest in the eastern basins due to the spreading of the isotherms
in upwelling areas. As expected, eddies drift westward and their
propagation velocities increase toward the equator (Fig. 1b). Also,
the meridional velocity component indicates a divergence of the
eddy field from the equator and high-latitude regions and a con-
vergence at around ±15–30! (Fig. 1b). When distinguishing longer
lived eddies, with lifetimes longer than 3 months, CE and AE tend
to move slightly poleward and equatorward, respectively (not
shown), as previously observed in EBUS (Morrow et al., 2004;
Chaigneau and Pizarro, 2005a; Chaigneau et al., 2008) and globally
(Chelton et al., 2007). The general distribution of eddy radii is also
in agreement with the quasi-geostrophic theory with eddy size
decreasing toward eastern edges and toward the poles related to
a change in stratification (Fig. 1c).

However, as mesoscale eddies generation is often associated
with non-linear processes, we examine the departure from the lin-
ear theory by comparing R to Rr and the propagation velocities to
the phase speeds of the first baroclinic Rossby waves (Fig. 1d).
When zonally averaging over every EBUS, R increases from
!70 km at ±40! to !140 km at ±10!. Poleward of ±15! these typical
scales are around twice Rr, whereas equatorward of ±15! the latitu-
dinal increase of eddy sizes is weak compared to the slope of the
Rossby radius curve. In terms of velocity, eddy westward speeds
are rather in agreement with the theoretical values south of 25!S
in the Southern Hemisphere and north of 35!N in the Northern
Hemisphere with values of 1–3 cm s"1. In contrast, equatorward
of ±30!, eddy propagation velocities increase from 5 cm s"1 at
±30! to 10 cm s"1 at 10!S, with a weaker slope than the theoretical
phase speeds of baroclinic Rossby waves. As also suggested from
inspection of Fig. 1b and c, no significant difference was observed
in the latitudinal variations of eddy radii and propagation veloci-
ties neither between PCUS and BENUS nor between CALUS and
CANUS.
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Fig. 1. Long-lived eddy genesis and propagation. (a) Number of newly generated eddies. (b) Propagation velocity vectors of both cyclonic and anticyclonic eddies. (c) Mean
radius of long-lived eddies. (d) Zonal average of radii (left) and propagation speeds (right) of long-lived eddies (green lines), with red lines indicating the Rossby radius of
deformation (left) and propagation speed of first baroclinic mode Rossby waves (right).
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3.2. Mean eddy frequency and polarity

The mean geographical distribution of eddy frequency EF
(EF = FAE + FCE), which corresponds at each location to the percent-
age of time that the point is located within a vortex, is depicted in
Fig. 2a. In every EBUS, long-lived eddies are frequently observed
in the coastal transition zones (CTZ) and in frontal regions where
they also explain a relatively large part of SLA variance (Chelton
et al., 2007). In contrast, equatorward of ±15–20!, EF decreases,
probably due to the faster eddy propagation in these regions
(Fig. 1b) which weakens the probability of being inside an eddy.
The high SLA variance observed in these latitude bands (not
shown) is also more likely to be associated with long-wave
dynamics rather than mesoscale eddies. In the PCUS, eddies are
frequently observed in the CTZ extending from the coast of Chile
to 600–1000 km offshore. This CTZ is wider and more diffuse in
the north and narrower but better defined off central Chile. Strong
EF is also observed along the subtropical front which is southeast-
ward oriented between 100!W and the Chilean coast (Chaigneau
and Pizarro, 2005b). In the CALUS, high values of EF are observed
within !600 km of the coast south of 42!N with the maximum
offshore signal between 32 and 38!N. In contrast, long-lived
eddies are rarely observed north of 42!N where EKE levels are also
weak (Strub and James, 2000). In the BENUS, EF is particularly
high south of 20!S due to the northwestward advection of eddies
shed into the South Atlantic from the retroflection of the Agulhas
Current (Gordon and Haxby, 1990; Byrne et al., 1995). These high
EF levels are also reinforced by westward advection of eddies
generated off Lüderitz (Fig. 1). Finally, in the CANUS, EF is rela-
tively high southwest of the Canary and Cape Verde islands, but
also overall, along and north of the Azores Current, or Subtropical
Front at !35!N.

High EF along the subtropical fronts of both the PCUS and CA-
NUS are not associated with strong local eddy generation
(Fig. 1a). Eddies seem to be rather developed away from the fronts
and propagate and converge (Fig. 1b) along them. The westward
propagation and intensification of eddies and Meddies along the
North Atlantic Subtropical Front have been previously observed
(Pingree, 1997; Pingree et al., 1999; Drillet et al., 2005; Siedler
et al., 2005). The Azores Current is also known to meander and
shed eddies, which can be re-absorbed into the jet, merged or coa-
lesced with other rings (Pingree, 1997; Pingree et al., 1999). It is
thus unexpected to observe relatively weak eddy genesis along
the main axis of the subtropical fronts, particularly in the CANUS
(Fig. 1a). This problem may be attributed to a deficiency of our
tracking algorithm which can underestimate the number of gener-
ated eddies by automatically extending trajectories which end near
a newly formed eddy. In fact, when considering short-lived eddies
(lifetime <35 days), more eddies are generated along the fronts
(not shown).

Eddy polarity represents the probability of a point, inside a vor-
tex, being inside a CE (eddy polarity <0) or AE (eddy polarity >0).
The mean polarity distribution, computed as (FA " FCE)/(FAE + FCE)
over the 15-year period of the altimetry dataset is presented in
Fig. 2b. It shows the existence of large-scale polarized regions in
the four EBUS: In the PCUS, a wide cyclonic band between 10
and 30!S is surrounded by two anticyclonic regions, in agreement
with Chaigneau and Pizarro (2005a) who also observed more CE
than AE trajectories between 10! and 30!S. In the CALUS, south
of 30!N eddies tend to be rather cyclonic, whereas north of 30!N
the distribution is unclear. Along the Namibia and Angola coasts
in BENUS, CE (AE) are frequently observed south (north) of
!20!S. In the offshore ocean of this EBUS, the opposite is observed.
Finally, Fig. 2b shows that the region North of 32!N in CANUS is
rather anticyclonic, whereas three latitudinal cyclonic bands are
centered at !15!N, 27!N and 32!N. Along the North-African coast,
eddy polarity is rather anticyclonic. The eddy polarity distribution
in the four EBUS is consistent with other regional studies
(DiGiacomo and Holt, 2001; Stegmann and Schwing, 2007;
Chaigneau and Pizarro, 2005a) and with global maps of cyclonic
and anticyclonic motions computed from near-surface drifters
(Griffa et al., 2008). Note that the patterns of Fig. 2 are not signif-
icantly altered when eddy frequency and polarity are estimated
over the periods 1992–1997, 1998–2002 or 2003–2007 (not
shown), which suggests that their distribution is tightly linked to
some aspects of the mean circulation.

3.3. Temporal variations of eddy activity

Seasonal and interannual variations of the number of newly
generated eddies (N) and the corresponding eddy activity index

EAI ¼
PN

i¼1
EIi

N

! "
are displayed in Fig. 3. In general, the variations

of N are relatively weak (±10–15% around the mean) whereas the
EAI can experience important temporal variability (up to ±50%
around the mean). On average, 20–30 eddies are formed per month
in every EBUS (see also Table 1) with a mean EAI of !3–
4 $ 10"3 cm2 s"2 km"2 except in the BENUS where this index
reaches !30 $ 10"3 cm2 s"2 km"2. The stronger EAI in the BENUS
is related to energetic Agulhas eddies which evidence large values
of kinetic energy.

At seasonal scales, the PCUS exhibits the weakest variability and
neither N nor EAI shows a marked seasonal cycle (Fig. 3a). The
CALUS shows the strongest seasonal cycle with a clear boreal sum-
mer maximum in EAI from June to September. The positive phase
of EAI may be related to the presence of an equatorward coastal
jet which moves offshore from spring to fall developing energetic
mesoscale structures (Strub and James, 2000). The variance of
the annual harmonic fitted to the EAI seasonal cycle explains 60%
of the seasonal EAI variance observed in this EBUS (not shown).
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Fig. 2. Long-lived eddy frequency (left) and polarity (right). See text for definitions.
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3.4. Eddy origins and terminations

A census of eddy origins is shown in the upper panel of Fig. 6.
The most clearly defined regions of frequent eddy formation are
along the eastern boundaries of the ocean basins. These eddies
most likely form as meanders that pinch off of the eastern bound-
ary currents and undercurrents or from other manifestations of
baroclinic instability in these regions of vertically sheared currents.
Outside of these eastern boundary regions, eddies apparently form
throughout most of the open-ocean regions where propagating ed-
dies are observed (Figs. 4a and 5). This is consistent with the con-
clusions of Gill et al. (1974), Robinson and McWilliams (1974),
Stammer (1998) and Smith (2007b) and others that nearly all of
the World Ocean is baroclinically unstable, particularly in regions
where the flow is non-zonal (Spall, 2000; Arbic and Flierl, 2004;
Smith, 2007a).

The large number of eddies formed along the various seamount
chains northwest of Hawaii is notable. This may be an indication of
interaction between bottom topography and the flow field, which
could include Rossby waves incident from the eastern basin. Or it
may be attributable to abrupt amplification of westward propagat-
ing eddies that are too small to detect in the eastern basin and only
become trackable when their amplitudes increase as they encoun-
ter these bathymetric features.

It should be kept in mind that some of the apparent eddy
formations in the upper panel of Fig. 6 may actually be the reappear-
ance of eddies that are temporarily lost to the tracking procedure be-
cause of a variety of factors (e.g., noise in the SSH fields or because the
shapes of the eddies become temporarily too distorted from interac-
tions with other nearby mesoscale features). Based on animations of
the tracked eddies, we do not feel that this is a major problem, but we
are not able to quantify how frequently this occurs.

Fig. 4a and b. The trajectories of cyclonic (blue lines) and anticyclonic (red lines) eddies over the 16-year period October 1992–December 2008 for (a) lifetimes P16 weeks
and (b) lifetimes P16 weeks for only those eddies for which the net displacement was eastward. The numbers of eddies of each polarity are labeled at the top of each panel.
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 1	

p. 3047, L11. Please, mention the latitude of Cap Blanc.  2	

- We added the latitude of 21°N of Cap Blanc at page 3047 and line 11 of the manuscript: 3	

“During boreal summer the MC re-establishes contemporaneously to the suppression of 4	

coastal upwelling south of Cap Blanc at 21°N (Peña-Izquierdo et al., 2012).   5	

p.3047, L19-20, It is mentioned that one of the topics investigated in the manuscript is the 6	

efficiency of mesoscale eddies in dissolving existing gradients. I found this sentence rather 7	

unclear and I don’t think the authors explicitly study the role of mesoscale eddies on the 8	

gradients’ distribution. Please explain, rephrase or remove.  9	

- We rephrase the sentence (page 3047 line 19-20) from:  10	

„The efficiency of mesoscale eddies within the TANWA in dissolving existing gradients and 11	

transporting cold, less saline and nutrient-rich SACW from their generation regions near the 12	

coast into the open ocean is one topic investigated in this paper.“ 13	

to 14	

“The efficiency of mesoscale eddies to transport cold and less saline SACW from their 15	

generation regions near the coast into the open ocean where NACW dominates is one topic 16	

investigated in this paper.” 17	

Figure 1. I recommend including in the Figure Caption, the nomenclature of the depicted 18	

currents.  19	

- We added the nomenclature of the depicted currents in the Figure Caption of Figure 1 (page 20	

3082): 21	

“Schematic of the current system of the eastern tropical North Atlantic (red arrows; North 22	

Equatorial Current (NEC), Canary Current (CC), Poleward Under Current (PUC), Mauretania 23	

Current (MC), north Equatorial Counter Current (nNECC), Guinea Current (GC), North 24	

Equatorial Under Current (NEUC)) a) in boreal spring and b) in boreal autumn. Black Arrows 25	

are mean wind vectors, green areas indicate seasonal mean SST<21°C. Blue color represents 26	

topography and the dashed box indicates the TANWA area. The mean position of the 27	
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Intertropical Convergence Zone (ITCZ) in autumn is indicated by the two black dashed lines 1	

in b).” 2	

Data and methods: 3	

2.1.1. Please, mention which SLA product was used ("two-sat- merged"or "all-sat-merged")  4	

- We added the information that the SLA product “all-sat-merged” is used in the study (page 5	

3048, line 8-10): 6	

“The delayed-time reference dataset “all-sat-merged” of SLA (Version 2014), which is used 7	

in the study, is produced by Ssalto/Duacs and distributed by AVISO (Archiving, Validation, 8	

and Interpretation of Satellite Oceanographic), with support from CNES 9	

[http://www.aviso.altimetry.fr/duac/].“ 10	

2.1.2. The authors used the geometrical approach (GEO) developped by Nencioli et al. 11	

(2010). However in this method, the eddy edge is not ientified by the longest closed streamline 12	

around the eddy center (such as in Chaigneau et al., 2009) but by the closed streamline 13	

associated with the strongest swirl velocity. This difference between the longest closed 14	

streamline and the Nencioli’s criterion can induce strong differences in the eddy radius 15	

distribution (e.g. see Figure 4). Furthermore the Nencioli’s method needs to specify 4 16	

constraints for the identification of eddy centers and edges. Thus, I would recommend the 17	

authors describe in details this eddy identification method and how they adapt the constraints 18	

for the TANWA region.  19	

- That is correct. Unfortunately the GEO-method was only poorly described before. We 20	

rephrase paragraph 2.1.2 to improve the description of the eddy detection algorithms (page 21	

3049-3050). 22	

„In order to detect eddy-like structures two different methods are applied to the SLA data. 23	

The first method, the Okubo-Weiß-Method (OW-method; Okubo (1970), Weiss (1991)), has 24	

been frequently used to detect eddies using satellite data as well as the output from numerical 25	

studies (e.g. Isern-Fontanet et al. (2006), Chelton et al. (2007), Sangrà et al. (2009)). The 26	

basic assumption behind the OW-method is that regions, where the relative vorticity 27	

dominates over the strain, i.e. where rotation dominates over deformation, characterize an 28	

eddy. In order to separate strong eddies from the weak background flow field a threshold 29	

needs to be identified. For this study the threshold is set to 𝑊! = −0.2 ∙ 𝜎, where σ is the 30	
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spatial standard derivation of the Okubo-Weiß parameter 𝑊 = 𝑠!! + 𝑠!! − 𝜔! . Here, 1	

𝑠! =  !"
!"
− !"

!"
 is the normal strain, 𝑠! =  !"

!"
+ !"

!"
 is the shear strain and 𝜔 =  !"

!"
− !"

!"
 is the 2	

relative vorticity. A similar definition of the threshold was used in other eddy studies applying 3	

the OW-method (e.g. Chelton et al. (2007)). The maximum (minimum) SLA marks the eddy 4	

center. 5	

The second method for eddy detection is based on a geometric approach (GEO-method) 6	

analyzing the streamlines of the SLA derived geostrophic flow. An eddy edge is defined as 7	

the outmost streamline with the strongest swirl velocity around a center of minimum 8	

geostrophic velocity (Nencioli et al., 2010). For the detection of an eddy the algorithm 9	

requires two parameters a and b to be defined. The first parameter, a, is a search radius in grid 10	

points. Inside the search radius, the velocity reversal across the eddy center is identified (v 11	

component on an east-west section, u component on a north-south section). The second 12	

parameter, b, is used to identify the point of minimum velocity within a region that extends up 13	

to b grid points (for a more detailed description of the method see Nencioli et al. (2010)). 14	

After a few sensitivity tests in comparison with the results of the OW-method and following 15	

the instructions of Nencioli et al. (2010), we set a=3 and b=2. Optimal results were obtained 16	

when we linearly interpolated the AVISO velocity fields onto a 1/6 by 1/6 degree grid before 17	

we applied the algorithm (for more information see also Liu et al. 2011). If an eddy is 18	

detected an eddy center is identified analog to the OW-method as maximum (anticyclone) or 19	

minimum (cyclone) of SLA within the identified eddy structure.” 20	

p. 3050, L.4-11. The eddy tracking algorithm is also unclear. Please rephrase. In particular it 21	

is unclear if the authors used a threhold of 7 days (e.g. L.5) or 14 day (L.9) to identify an 22	

eddy. How the authors dicreminate between distinct eddies that could have the same polarity 23	

in the search radius ? The exact definition of the search radius (10 or 60 km ?) is also 24	

unclear. If eddy centers are defined by local extrema in SLA (p. 3050, L-1) how can the 25	

authors find another eddy center within 10 km with a grid resolution of 25 km ? Did the 26	

authors used eddy centroids instead of local extrema in SLA ?  27	

- The unclear explanation of the tracking algorithm is also noted by referee 1. We rephrased 28	

this paragraph and added additional information in order to improve the structure, which 29	

hopefully help to better understand the applied algorithms (at page 3050 line 3 to 11): 30	

“When applying the two different eddy detection methods to the SLA data from the TANWA 31	

region, we used the same eddy detection thresholds for both methods, i.e. a feature only 32	



	 19	

counts as an eddy, if its radius is larger than 45 km and it is detectable for a period of more 1	

than 7 days. Note, as the identified eddy areas are rarely circular we used the circle-equivalent 2	

of the area of the detected features to estimate the radius. For eddy tracking both eddy 3	

detection methods use the same tracking algorithm. An eddy trajectory was calculated if an 4	

eddy with the same polarity was found at least in 7 consecutive SLA maps (corresponding to 5	

one weeks) within a search radius of up to 50 km. Due to e.g. errors in SLA mappings 6	

(insufficient altimetric coverage) an eddy could vanish and reemerge after a while. Therefore 7	

we searched in 14 consecutive SLA maps (corresponding to 2 weeks) in a search radius of up 8	

to 100 km after an eddy disappearance, if eddies with the same polarity reemerges. If more 9	

than one eddy with the same polarity emerge within the search radius, we defined the 10	

following similarity parameter to discriminate between the eddies:  11	

 12	

𝑋 = √( !"#$%&'(
!""

)! +  (∆ !"#$%&
!"#$%&!

)! + (∆ !"#$%&%$'
!"#$%&%$'!

)! + (∆ !"!
!"!!

)! ,     (1) 13	

which include four terms including the distance and the difference of the two radii, mean 14	

vorticities and mean EKE of the eddies. 𝑅𝑎𝑑𝑖𝑢𝑠!, 𝑣𝑜𝑟𝑡𝑖𝑐𝑖𝑡𝑦! and 𝐸𝐾𝐸! are the mean radius, 15	

vorticity and EKE of all identified eddies in TANWA. The eddy with the smallest X is 16	

selected to be the same eddy.” 17	

Finally I did not understand when the OW or GEO method is preferred in the results Section. 18	

. . please, clarify.  19	

- That is correct. It was not stated in the results section, which algorithm is preferred. Please 20	

note, that the whole analysis was repeated with both algorithms for comparison and all results 21	

were obtained for both algorithms separately. This is now also pointed out in the manuscript 22	

on page 3050  line 10: 23	

„To give an idea of the uncertainty related to the detection technique both methods are 24	

applied to the data. Every step is computed separately with both methods and the results are 25	

compared.“ 26	

However, as mentioned in the manuscript both algorithms show very similar structures and 27	

results for every stated point in the manuscript (only exception is maybe the first detection of 28	

eddies near the coast, where the local maximum in the number of newly detected eddies is 29	

shifted slightly offshore for the GEO-method compared to the OW-method, the structure is 30	

still the same though). So we decided not to show nearly identical figures and only show the 31	



	 20	

results of the OW-method for the main results. In the following we present in detail for which 1	

part of the results the OW or the GEO method or a mean of both is used and where we 2	

inserted additional sentences in the manuscript to clarify that issue: 3	

3.1 Eddy statistics from SLA data: 4	

Both algorithms are used and listed separately in table 1 of our submitted manuscript. 5	

   6	

3.2 Formation areas and pathways and 3.3 Seasonal variability of eddy generation  7	

The results of the OW-method are shown in Figure 7, 8, 9 and Figure 10. We included the 8	

information in the mentioned figure captions: 9	

 10	

“Figure 7: Total numbers of eddies generated within 1° x 1° boxes (colors) based on the 11	

results of the OW-method. Marked are the headlands Cap Timris (Mauretania), Saint-Louis 12	

(Senegal), Cap Vert (Senegal) and the Islands Santo Antão (Cape Verde) and Fogo (Cape 13	

Verde), which can be associated with the most productive eddy generating regions. The thick 14	

solid black line along 18°W/19°W separates the coastal region from the offshore region.” 15	

 16	

“Figure 8: Number of eddies generated in 1° x 1° boxes (a, c, e) and total number of eddies 17	

detected in 1/6° x 1/6° boxes based on the results of the OW-method (b, d, f) for cyclones (a, 18	

b), anticyclones (c, d) and ACMEs (e, f). In b), d) and f) eddies are only counted with a 19	

lifetime larger than 35 days. In b), d), and f) main eddy propagation corridors are indicated by 20	

solid black lines and thick black arrows, main generation spots by circles with crosses. The 21	

thick solid black line along 18°W/19°W in a), c) and e) separates the coastal region from the 22	

offshore region.” 23	

 24	

“Figure 9: Seasonal cycle of the number of newly detected eddies per year based on the 25	

results of the OW-method in the coastal region as shown in Figures 7 and 8.  In a) all eddies 26	

are marked by the black line, cyclones by the blue line and all anticyclonic eddies by the 27	

orange line. In b) anticyclonic eddies are separated into anticyclones (red line) and ACMEs 28	

(green line). The shaded areas around the lines represent the standard error.”   29	

 30	

“Figure 10: Phase of the annual harmonic of the number of detected eddies in 2° x 2° boxes 31	

based on the results of the OW-method for a) cyclones and b) anticyclones. Phases are only 32	

shown for boxes with an amplitude larger than 5 eddies. Phase is given in month of the year 33	

with maximum eddy number.” 34	
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 1	

3.4.1 Surface anomalies related to eddies 2	

The eddy centers obtained from the OW-method are used to build the composites of Figure 3	

11. We added the information in the figure caption: 4	

 5	

„Figure 11: Composites of SLA, SST and SSS of a cyclone, anticyclone and ACME in 6	

TANWA. Composite SLA for each eddy type and the associated geostrophic velocity (white 7	

arrows) are shown in a), b) and c); SST in d), e) and f); and SSS in g), h) and i), respectively. 8	

The solid circles mark the mean eddy radius. „ 9	

 10	

3.4.2 Vertical structure of eddies and all following sections regarding the vertical structure 11	

We co-locate, in space and time, vertical profiles with eddy surfaces identified in the SLA 12	

data. Both algorithms are required to identify an eddy, so we are using a combination of the 13	

OW and the GEO-method for that purpose. However, this procedure is already described on 14	

page 3053 line 4-7 of the manuscript in the Data & Methods section.   15	

Section 2.1.3. 20% of the eddies were classified as ACMEs. How the SST and SSS anomalies 16	

were computed? An average within their cores or the value at the eddy center? An average 17	

along their trajectory? Please, explain.  18	

- First, fields of SST and SSS anomalies are computed by excluding large-scale variations 19	

from the datasets. The large-scale variations are computed by low-pass filtering (with cutoff 20	

wavelength of 15° longitude and 5° latitude) the original SST and SSS datasets. The filtered 21	

datasets are subtracted from the original datasets preserving the mesoscale variability (SST 22	

and SSS anomalies). Second, a box with an extent of 300 km x 300 km around the eddy 23	

center is selected. In order to know whether an eddy is cold or fresh in its core, the average 24	

value over the edge of the box is subtracted from the average over the eddy center and its 25	

closest neighboring grid points. We added one sentence to page 3051 and line 1 to give that 26	

information: 27	

“The information whether an eddy is cold/warm or fresh/saline in the core is obtained by 28	

subtracting the average value over the edge of the box from the average value over the eddy 29	

center and its closest neighboring grid points.”  30	
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The authors decided to use cartesian coordinates to depict the composite maps of eddy 1	

properties. However they mix eddies having a wide range of eddy radii. It would probably 2	

have been more appropriate to use would a normalized distance.  3	

- That is correct. However, we decided to use unscaled coordinates, because in our relatively 4	

small investigation area the majority of eddies is of similar size. In addition, we only use 5	

eddies with a radius between 45 to 70 km to build the composite maps (80 % of all detected 6	

eddies).  We add one sentence at page 3051 line 1-3 to the manuscript to give that 7	

information: 8	

“The composite plots are based only on eddies with a radius between 45-70 km and an 9	

absolute SLA difference between the eddy centre and the mean along the edge of the 300 km 10	

x 300 km box used for the composites greater than 2 cm.” 11	

A criterion on the eddy amplitude (2 cm) is also applied to construct these maps. How the 12	

composite analysis presented in Section 3 varies with the eddy amplitude? 13	

- In order to build distinct composites of SLA, SST and SSS, we only used eddies with an 14	

amplitude greater than 2 cm in SLA. Such eddies typically exist since a while. The criterion is 15	

particularly important for the composites of SSS. If all eddies were used, the SSS anomaly of 16	

the composit was much weaker and lost its (more or less) circular eddy shape. The SLA and 17	

SST composites are much less affected by the chosen amplitude. We add one sentence at page 18	

3061 line 27 to the manuscript to give that information: 19	

“Note, that the SSS composites showed only coherent eddy structures when selecting 20	

energetic eddies (i.e., with a radius between 45-70 km and an absolute SLA anomaly >2 cm). 21	

The SLA and SST composites are much less affected by the restriction with regard to the 22	

eddy amplitude.” 23	

Section 2.2. Why the authors decided to retain only Argo float profiles having data down to 24	

1000 m if they only study the upper part (0-350m). I guess considering profiles having data 25	

only in the firsts 500 m would have considerably increased the number of available data.  26	

- That is correct. As we only study the first 500 m, we could indeed soften the restriction of 27	

continuous data of Argo floats from 1000 m to 500 m. However, changing the restriction only 28	

provides 8 more profiles. We decided that the additional 8 profiles (outside of an eddy) do not 29	

help to improve the statistics significantly. 30	
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A Table indicating, for each dataset (Argo, mooring, ship data, etc.), the number of profiles 1	

within Ces, Aes, ACMEs or outside eddies would have been appreciated. Do Argo floats in 2	

the TANWA have a preference to be trapped within a particular eddy-type or within larger 3	

and long-lived eddies as mentioned by Pegliasco et al. [2015]?  4	

- The randomly distributed profiles of the Argo floats surfaced preferentially in large (= high 5	

amplitude of SLA), long-live eddies. This is not observed for the shipboard and mooring data. 6	

In addition the Argo floats surfaced more often in anticyclones, which could also be seen for 7	

shipboard CTD data. Interestingly, the mooring in contrast records more cyclones passage the 8	

mooring position (11 events) than anticyclones (7 events). However, we decided not to 9	

include this table in the present manuscript as it does not represent, in our opinion, substantial 10	

additional information. 11	

Table 2: Separation into all different types of data (Argo float, shipboard CTD and CVOO 12	

mooring) and the associated profiles in Cyclones, Anticyclones and ACMEs. 13	

 Cyclones Anticyclones ACMEs ∑ of all profiles 

Argos floats 215 300 16 582 

Shipboard CTD 79 112 23 163 

CVOO mooring 11 eddy events  

(205 profiles) 

7 eddy events  

(168 profiles) 

4 eddy events 

(56 profiles) 

429 

∑ of all profiles 499 580 95 1174 

 14	

Figure 3. The mooring location is unclear.  15	

- We added the location of the CVOO mooring in figure 3. 16	

 17	
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Figure 5: Locations of available profiles obtained in the TANWA between 1995 and 2013. 1	

Red dots mark shipboard CTD stations, blue dots locations of Argo float profiles and the 2	

black cross the location of the CVOO mooring. 3	

Section 2.3. p. 3053, L.10-15. Do Pegliasco et al. [2015], who also used Argo floats near the 4	

TANWA region but a distinct eddy detection algorithm, also found a similar proportion of 5	

floats within eddies ?  6	

- Pegliasco et al. [2015] found 62% of all profiles outside of an eddy, 20% within 7	

anticyclones and 18% within cyclones. If we do the statistics with our full dataset (Argo 8	

floats, shipboard CTD and mooring profiles) we found surprisingly similar numbers of 61% 9	

of all profiles outside of an eddy, 22% within anticyclones and 16% within cyclones. 10	

However, the mooring profiles should be excluded from the data set as we only extracted 11	

eddy events here and a random distribution is not granted. Without the mooring profiles (only 12	

using Argo float and shipboard CTD profiles) around ~29% of all profiles were taken per 13	

coincidence inside of an eddy (71 % profiles outside of an eddy, 16 % within anticyclones, 13 14	

% within cyclones). We added that information in one sentence on page 3053 line 13-15: 15	

„Excluding the mooring based profiles, from which we only extracted eddy events, around 16	

~29% of all profiles (Argo float and shipboard CTD profiles) were taken coincidentally inside 17	

of an eddy. This proportion is in the range of earlier results derived by Chaigneau et al. 18	

(2011), who estimate that ~23% of the eastern upwelling regions in the Pacific Ocean are 19	

covered by eddies and Pegliasco et al. (2015), who found 38% of all profiles in the eastern 20	

upwelling areas covered by eddies.”  21	

p. 3053, L.15-20. Several authors (Castelao, 2014 ; Pegliasco et al., 2015) have constructed 22	

their anomalies using profiles outside eddies, within +/- 30 days independently of the 23	

considered year. It is unclear if in this manuscript the authors used a similar approach. . . if 24	

not, using such an approach would probably strongly increased the number of available 25	

anomaly profiles. Furthermore the comparison with other climatologies (CARs, WOA, 26	

Levitus) presented in the Results Section would be probably more robust. Also, is there any 27	

justification to choose criteria of 120km (why not 150 or 200km ?) and +/- 25 days (why not 28	

30 days?) for the reference profile.  29	

- We do not look for reference profiles independently of the considered year. The reasoning 30	

behind the chosen criteria (120 km and 25 days) is that we wanted to have the reference 31	
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profile reasonably close in time and space to the profile inside the eddy to calculate robust 1	

anomalies, especially with regard to the strong fronts and seasonal changes in the TANWA 2	

and, at the same time, to obtain enough reference profiles to derive robust anomalies. 3	

Applying our restrictions we end up with 998 profiles out of the 1174 profiles in eddies with a 4	

reference profile nearby. For 176 profiles we could not find a reference profile. A further 5	

relaxation of the chosen restriction probably does not improve much the obtained anomalies, 6	

while it increase the uncertainties associated with the large spatial and temporal variability in 7	

the TANWA.  8	

p. 3054, L. 3-4. The authors mention that 95 profiles are within ACMES. However from Fig 5, 9	

we only see ∼20 profiles within ACMEs. Please, explain such a difference.  10	

- This is because a large number of individual profiles are taken at the same position. 11	

Especially at the CVOO mooring 56 profiles were taken during 4 ACME events, but it is only 12	

indicated by one single dot, because it is always at the same position. 13	

Results and Discussion 14	

Section 3.1. Is there any physical reason why the standard deviation on the eddy radius is 15	

much higher when the GEO-method is used?  16	

- We examined the radii identified from the GEO-method in more detail and figured out that 17	

the GEO-method seem to identify sporadic some very large eddies. For example identified the 18	

GEO-method 192 eddies (106 cyclones, 86 anticyclones) with a radius larger than 100 km, 19	

whereas the OW-method detected not one single eddy of that size. It seems that the GEO-20	

method tends to identify a certain feature as on single eddy rather than dividing it and on the 21	

other hand, the OW-method rather divide one large eddy structure into several smaller eddies 22	

if the OW parameters in some parts of the large eddy does not match the threshold. We 23	

included an additional sentence in the text at page 3057 line 1: 24	

 25	

“The difference in the standard deviation of the eddy radius derived from GEO and the OW-26	

method is partly due to the identification of few very large eddies using the GEO-method, 27	

which is not the case for the OW-method.”  28	

 29	



	 26	

p.3057, L.10 : Is the maximum lifetime constrained by the longitudinal extent of the study 1	

area? (e.g. Do anticyclones disappear/dissipate after 280 days or they are no more detected 2	

due to the presence of the western boundary at 28W ?)  3	

- Yes, the eddy trajectories are cut off at the western boundary at 28°W (also at the northern 4	

and southern boundaries) and hence the length of the trajectories and therefore also the 5	

lifetime of eddies is restricted to the size of the domain. We applied the eddy algorithms to an 6	

area extending the TANWA region by 4° (to the west, north and south) to avoid spurious 7	

effects of the detection algorithms at the borders. However, we checked the eddy trajectories 8	

and around 12% of all detected eddies in TANWA crossed a border of the domain. The 9	

majority of the eddies leaving the domain are not old and most of them are generated near the 10	

Cap Verde Islands propagating to the west. Nevertheless, some older eddies generated in the 11	

upwelling area are also among them (see for example the longest trajectories of the eddies 12	

represented in figure 1). Therefore, we agree with the reviewer that the mean eddy lifetime is 13	

restricted/biased/underestimated in the paper. In addition to that the eddy tracking algorithms 14	

tend to underestimate the eddy lifetime in general (errors in the eddy tracking/wrong 15	

identification) and hence the significance of the mean eddy lifetime is questionable anyway. 16	

Interestingly, the mean eddy lifetime is consistent for both methods with anticyclones living 17	

longer than cyclones in both methods. We added one sentence to the manuscript on page 3058 18	

line 8 to mention that issue: 19	

“In addition the mean eddy lifetime of eddies in TANWA is underestimated due to restriction 20	

of eddy trajectories at the northern, southern and western boundaries.” 21	

p.3057, L.19-20. The dominance of anticyclones is interesting and was also observed in the 22	

polarity map of Chaigneau et al. [2009]. Is there any explanation for such a dominance of 23	

long-lived anticyclones?  24	

- As mentioned correctly by the reviewer the dominance of observed long-lived anticyclones 25	

is also stated by e.g. Chaigneau et al. (2009) or Chelton et al. (2011). In general, the 26	

observational studies show that anticyclones exhibit larger radii, higher SLA amplitudes and 27	

live longer than cyclones. Cushman-Roisin and Tang (1989) demonstrated theoretically that 28	

anticyclonic eddies are generally more robust and merge more freely than cyclones. 29	

Following Cushman-Roisin and Tang (1989), cyclonic eddies are better capable of self-30	

destruction. They even showed that interactions with surrounding eddies and turbulence are 31	

not necessary to account for the absence of cyclonic eddies in the statistical equilibrium. 32	
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We decided to added additional information about long-lived anticyclones to the manuscript 1	

(page 3057, line 20): 2	

„The dominance of long-lived anticyclones is also shown in the observational studies of 3	

Chaigneau et al. (2009), Chelton et al. (2011) and theoretically proven by Cushman-Roisin 4	

and Tang (1989). The latter authors showed that in an eddying environment anticyclonic 5	

eddies are generally more robust and merge more freely than cyclones producing long-lived 6	

eddies, while cyclones show a higher tendency to self-destruction.“ 7	

Section 3.2. A visualization of the eddy trajectories in Figure 8 would be better than a rather 8	

simple schematics of the eddy propagation patterns. Or both of them (schematics and "true" 9	

trajectories) should be presented.  10	

- Referee #1 also noted the rather schematic presentation of the eddy propagation in figure 8. 11	

We decided to follow the suggestion of the reviewer and add trajectories of long-lived eddies 12	

exemplarily showing the eddy propagation direction and pathways (see figure 1).  13	

 14	

 15	

Figure 6: Upper row old pictures: Total number of eddies detected in 1/6° x 1/6° boxes for 16	

cyclones, anticyclones and ACMEs. Only eddies are counted with a lifetime larger than 35 17	

days. Main eddy propagation corridors are indicated by solid black lines and thick black 18	

arrows, main generation spots by circles with crosses. Lower row new pictures: Total number 19	

of eddies detected in 1/6° x 1/6° boxes for cyclones, anticyclones and ACMEs. Only eddies 20	
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are counted with a lifetime larger than 35 days. Main eddy propagation corridors are indicated 1	

by solid grey lines and selected trajectories of long-lived eddies. The dots mark the starting 2	

point of the eddy trajectories. 3	

Section 3.4.2. It is unclear why a deepening of the isopycnal below ∼120-150m in the ACMEs 4	

does not produce a positive temperature anomaly since it should inject warmer water in 5	

deeper levels. Please, explain.  6	

- This could only be explained due to the strong SACW anomaly (cold and fresh) within the 7	

eddy core. The water injected into a deeper level due to the deepening of the isopycnals is not 8	

significantly warmer than the surrounding water at that depth. We add one sentence in the 9	

manuscript to explain that issue (page 3063, line 11): 10	

“Note, that the cold and fresh SACW in the ACME core does not produce a positive 11	

temperature anomaly when it reaches deeper levels due to the downward bending of isopycnal 12	

surfaces below the eddy core.”   13	

Also, the mean distribution of isotherms and isohaline levels in Figure 12 a-b would have 14	

been probably more relevant than isopycnals. A description and quantification of the vertical 15	

displacement of the isopycnal layers with depth would have been appreciated.  16	

- We followed the suggestions of the reviewer and added isotherms and isohaline levels in 17	

Figure 12 a-b and briefly describe the vertical displacement of the isopycnal layers of 18	

cyclones and anticyclones in the manuscript on page 3062 line 25: 19	

“This is illustrated by the elevation (deepening) of 25 m (36 m) of the density surface of 26.2 20	

kg m-3 in the core of the cyclone (anticyclone) compared to the surroundings.” 21	

For ACMEs at page 3063 line 1: 22	

“The mode-water in the core of the ACME exhibits only small density gradients. This is 23	

illustrated by the elevation of 48 m of the density surface of 26.2 kg m-3 slightly above the 24	

core and the deepening of 52 m of the density surface of 26.7 kg m-3 beneath the core 25	

compared to the surroundings.”  26	
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Figure 7: Vertical structure of the composite cyclone, anticyclone and ACME in TANWA as 1	

presented as sections across the eddies (left three columns) and mean profiles (right column). 2	

In (a) potential temperature, in (b) salinity and in (c) potential density anomaly relative to the 3	

nearest profile outside of the eddy is shown. Black contour lines in the left three columns 4	

mark mean isotherms, isohalines and isopycnal surfaces. In the right column, solid lines 5	

represent the composite ACME, dashed lines the anticyclone and dashed-dot lines the 6	

cyclone; the error bars at the black dots represent the standard deviation calculated from the 7	

individual anomaly profiles  8	

Section 3.5.1. Figure 14b. It is unclear how ESHF were computed. Please, provide more 9	

details since I could not reproduce the obtained HF values.  10	

- The equivalent surface heat flux (ESHF) is computed by using the heat transport of the 11	

eddies (table 4 of the submitted manuscript) times the amount of eddies dissolving during a 12	

year in Area II (see Figure 14a of the submitted manuscript) divided by the surface area of 13	

Area II resulting in a mean heat release in W m-2. At the end the ESHF is compared to the net 14	

atmospheric heat flux in Area II derived from the NOC Surface Flux Dataset (Berry and Kent, 15	

2011). We add that information in the manuscript at page 3055 line 24-25: 16	

“By multiplying the heat transport of the composite eddies with the amount of eddies 17	

dissolving during a year in a given area (corresponding to an flux divergence) a mean heat 18	

release (in W m-2) and a mean salt release (in kg m-2) was calculated. The mean heat release 19	

can be compared to the net atmospheric heat flux in the area here derived from the NOC 20	

Surface Flux Dataset (Berry and Kent, 2011).” 21	

Section 3.5.2. It is considered in this Section there are only 2 Water Masses between the 22	

surface and 350m depth (SACW and NACW). However this region can also be influenced by 23	

tropical surface water (at least in the southern part of the TANWA) in the surface layer (0-24	

50m) [e.g. Stramma et al., 2005]. Should the TSW be considered in the WM analysis?  25	

- Tropical surface water (TSW) might only affect the very shallow part of the eddy, the main 26	

body of the eddy is well-separated from the upper ocean with only weak vertical mixing. 27	

It is mentioned (p.3067, L.29) that anticyclones have the same SACW signature as the 28	

background. In this case, which Water Mass anticyclones transport and which water mass 29	

explain the strong positive T/S anomalies inside their cores? 30	



	 31	

- If we calculated the water mass anomalies on density surfaces anticyclones transport nearly 1	

no water mass anomaly in their cores. The T/S anomalies in the core (figure 12 – calculated 2	

on depth layers) are only generated by the vertical displacement of isopycnals.  3	

	4	
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