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ABSTRACT 16 

The aim of this study was to investigate the variability of the water exchanges in the 17 

Curonian Lagoon based on the hydraulic regime and the atmospheric forcings. A finite 18 

element hydrodynamic model has been applied to the Curonian Lagoon to simulate the 19 

circulation patterns for ten years. With the help of a transport-diffusion model the salinity 20 

distribution and the renewal times of the Curonian Lagoon have been investigated when 21 

forced by river runoff, wind and Baltic Sea level fluctuations. The hydrodynamic model 22 

has been validated using in situ salinity measurements.  23 

Model results show that the variability depends mainly on seasonal changes in 24 
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hydrographic forcing and on the dominant wind regimes that prevail over the Curonian 25 

Lagoon. Exchanges between the southern and the northern part of the lagoon mostly 26 

depend on the wind forcing and are much less influenced by the river discharge. 27 

However, when looking at the water renewal time, the most important factor is the river 28 

discharge into the lagoon. Other physical forcings only marginally determine the renewal 29 

time, and not even ice cover is able to influence it. Even if ice cover strongly inhibits the 30 

exchanges between the southern and northern lagoon, it is basically not able to change the 31 

absolute value of the renewal times. 32 

 33 
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1 INTRODUCTION 37 

Lagoons are the most productive coastal habitats on earth. They are, however, also 38 

considered to be extremely vulnerable to human impact and future climate change. They 39 

have crucial relevance what concerns ecological, social and economical importance, both 40 

in a historical and present day (Gonenc and Wolflin, 2005). Lagoons show extremely 41 

varying settings what concerns hydrological and biological characteristics. 42 

Lagoons depend crucially on the exchange of their waters with the open sea. Especially in 43 

lagoons with no freshwater inputs from the land, the only water renewal mechanisms are 44 

the exchanges with the open sea. These exchanges are governed by water level variations 45 

(mainly tides and storm surges) and wind forcing (especially in lagoons with more than 46 

one inlet). 47 

Morphological constrains, like channels, salt marshes or solid boundaries could physically 48 

divide tidal wetlands in different sub-basins (e.g., Taranto Seas, Cardellicchio et al., 2015). 49 

On the other end, multi-inlet lagoon systems (like the Venice lagoon in the North Adriatic) 50 

can be roughly subdivided on the base of the total number of main inlets (Ferrarin et al., 51 

2010).  52 
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In lagoons with only one inlet and without internal morphological constrains its 53 

hydrodynamics could be used to characterize several sub-domains. This is the case of the 54 

Curonian Lagoon, a trans-national coastal system shared by Lithuania in the north and 55 

Russia (Kaliningrad province) in the south. This lagoon can be formally divided in 2 sub-56 

basins (Ferrarin et al., 2008): a northern area influenced by both the fresh water flow and 57 

the lagoon-sea exchange and a southern basin where hydrodynamics is mostly influenced 58 

by the wind. 59 

Understanding the degree and variability of water exchange between the different sub-60 

basins is crucial for describing the temporal and spatial ecological status lagoons (Lucas et 61 

al., 2009; McLusky and Elliott, 2004; Andutta et al., 2014). Such a hydraulic partitioning is 62 

often used to delineate administrative water basins with different physical, chemical and 63 

biological characteristics, as requested by the Water Framework Directive (WFD), (CEC, 64 

2000) 65 

The Curonian Lagoon in this aspect is quite an atypical lagoon. It is characterized by the 66 

fact that a major river directly discharges into the basin, with a climatological average of 67 

21.8 km3 per year (700 m3/s) (Jakimavičius, 2012). This river input makes it basically a 68 

fresh water lagoon. Other lagoons in Europe with a strong fresh water discharge similar to 69 

the Curonian lagoon are the Oder Haff in the southern Baltic Sea (Radziejewska and 70 

Schernewski, 2008) and the Razelm-Sinoe lagoon system in the Danube delta (Vadineau et 71 

al., 1997). The Curonian Lagoon is also characterized by the absence of tidal action, 72 

because tides in the eastern Baltic Sea are of negligible magnitude. 73 

The Curonian lagoon has been studied by previous modeling applications starting from 74 

2008. Ferrarin et al. (2008) have studied the general circulation of the Curonian Lagoon 75 

with a 2D finite element model. They also studied the residence time distribution for one 76 

year and finally used these results to carry out a zonation of the lagoon. Hydrodynamic 77 

models focusing mainly on investigation of water currents were developed for the 78 

Curonian Lagoon by Davulienė et al. (2002), Raudsepp and Kouts (2002) and Ferrarin et 79 

al. (2008).  80 

In recent years the salinity distribution has been studied (Zemlys et al., 2013). In this 81 

application the model SHYFEM (Umgiesser et al., 2004) has been applied in a 3D setup. 82 

Even if the lagoon is rather shallow, a discretization of the vertical dimension is needed to 83 
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adequately describe the two-directional flow in the Klaipeda Strait and the intermittent salt 84 

water intrusion events into the lagoon. 85 

In this study we use validated numerical models to investigate the seasonal and inter-86 

annual variability of the water exchange and water renewal time due to hydrological, 87 

atmospheric and open sea forcings. The water renewal time (WRT) has been studied with a 88 

3D application of SHYFEM. It is therefore a new development starting from the work of 89 

Ferrarin et al. (2008) computing the WRTs in a 3D mode. The work focuses especially on 90 

forcing mechanisms that determine the exchange and the variability of fluxes and WRTs 91 

over 10 years between 2004 and 2013. 92 

2 MATERIALS AND METHODS 93 

2.1 The Study Site 94 

The Curonian Lagoon is a coastal lagoon created by the long shore sediment transport in 95 

the eastern Baltic Sea (Fig. 1). It is a trans-national lagoon shared by Lithuania in the north 96 

and Russia in the south. Its only inlet is situated in the northern (Lithuanian) part. The total 97 

area of the lagoon is approximately 1584 km2, the volume is 6.3 km3, its length is 93 km, 98 

maximum width is 46 km in its southern part, and mean depth is 3.8 m (Žaromskis, 1996).  99 

The dynamics is dominated by the river discharge with a climatological average of 21.8 100 

km3/year (700 m3/s) (Jakimavičius, 2012). More than 90 % of this amount is contributed 101 

by the Nemunas River that discharges into the central and northern part of the lagoon.  102 

Every year the rivers carries the amount of fresh water about four times the lagoon volume. 103 

Therefore, the southern and central parts of the lagoon are freshwater (average annual 104 

water salinity is 0.08 ‰), while the northern part has an average annual water salinity of 105 

2.45 ‰, with irregular salinity fluctuations of up to 7 ‰ due to Baltic water intrusion 106 

(Dailidienė and Davulienė, 2008). 107 

Therefore the Curonian Lagoon is a transitory freshwater basin; and due to the inflowing 108 

rivers the average water level in the lagoon is normally higher compared to the sea level of 109 

the Baltic Sea. 110 
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2.2 Data 111 

For the calibration and validation results of salinity a data set of daily measurements 112 

performed by the Marine Research Department of Lithuanian Environmental Protection 113 

Agency, linked to the Lithuanian Ministry of Environment, for the period 2004-2010 for 114 

the northern part of the Curonian lagoon (Juodkrantė and Klaipėda Strait) was used. Daily 115 

river discharges were provided by Lithuanian hydro-meteorological service. The fresh 116 

water input into the Curonian Lagoon was considered as the sum of the discharge of its 117 

major rivers (Nemunas near Smalininkai, Minija, Šešupė, Jūra, Šešuvis, Deima) 118 

(Jakimavičius, 2012). In Fig. 2 (top panel) the Nemunas discharge together with the Minija 119 

River is shown. Together both rivers make up more than 95 % of the total discharge into 120 

the Curonian Lagoon (Zemlys et al., 2013). 121 

Open sea boundary water temperature, salinity and water levels were obtained by three 122 

different sources. For the year 2004-2006 the boundary data was taken from the 123 

operational hydrodynamic model MIKE21 provided by the Danish Hydaulic Institute 124 

(DHI). For the year 2007-2009 the data was obtained by spatial interpolation of 1 nautical 125 

mile spatial resolution forecasts by operational hydrodynamic model HIROMB (Funkquist, 126 

2003) provided by the Swedish Meteorological and Hydrological Institute. For the year 127 

2010-2013 the data was taken from the model MOM (Modular Ocean Model) provided by 128 

the Leibniz Institute for Baltic Sea Research in Warnemünde, Germany. Meteorological 129 

forcing fields were obtained by forecasts of the operational meteorological model 130 

HIRLAM (http://www.hirlam.org) provided by the Lithuania hydro-meteorological service 131 

for the year 2009-2010. For other years data from European Centre for Medium-Range 132 

Weather Forecasts (ECMWF, http://www.ecmwf.int) were used. 133 

Finally ice data has been available only for the years 2007-2010. This data was provided 134 

by the Marine Research Department of the Environment Protection Agency of Lithuania. 135 

Ice thickness and ice concentration has been daily measured in 4 points inside the lagoon 136 

(Juodkrantė, Nida, Ventė and Uostadvaris, see Fig. 1 for the location of the stations). The 137 

ice concentration is a value between 0 (ice free) and 1 (fully ice covered) and can be a 138 

fractional number. The ice concentration for the years 2007-2010 is shown in Fig. 2 139 

(bottom panel). Please note that due to the shallowness of the lagoon the freezing (and 140 

melting) happens in a short period (days) and once the lagoon is frozen the ice is land 141 
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locked, not transmitting any wind stress to the underlying water. The Baltic Sea has been 142 

considered ice free for all the simulations. 143 

2.3 The numerical modeling framework  144 

The framework of numerical models (SHYFEM, http://www.ismar.cnr.it/shyfem) was 145 

applied to the domain that represents the Curonian Lagoon and coastal area of the Baltic 146 

Sea (Fig. 1). These models consist of a finite element 3-D hydrodynamic model, a 147 

transport and diffusion model and a radiation transfer model of heat at the water surface. 148 

SHYFEM was successfully applied to many coastal environments (Ferrarin and 149 

Umgiesser, 2005; Ferrarin et al., 2010; Bellafiore et al. 2011; De Pascalis et al., 2011; 150 

Ferrarin et al., 2013, Zemlys et al., 2013, Umgiesser et al., 2014). 151 

The model resolves the 3-D primitive equations, vertically integrated over each layer, in 152 

their formulations with water levels and transports. The horizontal spatial discretization of 153 

the unknowns is carried out with the finite element method, which is especially well suited 154 

to describe the complex morphology of the investigated coastal system. In the vertical the 155 

water depth is divided into terrain following sigma levels. For the computation of the 156 

vertical viscosities and diffusivities a turbulence closure scheme is used. This scheme is an 157 

adaptation of the k-ε module of GOTM (General Ocean Turbulence Model) described in 158 

Burchard and Petersen (1999). 159 

The presence of ice has been simulated by weighting the wind drag coefficient by the 160 

fractional ice concentration. This corresponds to scaling the momentum input through the 161 

surface by the area free of ice. Where ice concentration equals 1 the momentum transfer to 162 

the sea is inhibited. No ice-ocean stress is considered in this study. Ice concentration is also 163 

used to properly calculate the albedo to be used in the heat flux model. 164 

The model also solves the 3-D advection and diffusion equation to compute water 165 

temperature and salinity. The transport and diffusion equation is solved with a first-order 166 

explicit scheme corrected by a total variation diminishing (TVD) method. A more detailed 167 

description of the model equations and of the discretization method is given in Umgiesser 168 

et al. (2004) and its 3D implementation to the Curonian Lagoon in Zemlys et al. (2013).  169 

The SHYFEM model has been applied previously to the Curonian Lagoon and has been 170 
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validated in previous works reproducing water level, water temperature and salinity 171 

fluctuations and the structure of the flow in the Klaipeda Strait (Ferrarin et al., 2008; 172 

Zemlys et al., 2013). The reader can refer to Zemlys et al. (2013) for further details on 173 

model application and validation in the Curonian Lagoon. 174 

2.4 Renewal time computation 175 

The computation of the water renewal time (WRT) has been done according to the 176 

methodology indicated in Takeoka (1984) and subsequent modifications in Cucco and 177 

Umgiesser (2006) and Cucco et al. (2009). A conservative tracer is released in the whole 178 

Curonian lagoon, with the exception of the Baltic Sea. The model solves the 3-D advection 179 

and diffusion equation to compute the tracer dispersal using a first-order explicit scheme 180 

based on the total variation diminishing (TVD) method. The fate of this tracer is followed 181 

and the WRT is computed either through integration of the remnant function 182 

(concentration divided by initial concentration, a value between 0 and 1) or by fitting the 183 

logarithm of the tracer value in every point to a straight line (Umgiesser and Cucco, 2011). 184 

The second method gives the possibility of shortening the simulations and stopping them 185 

before the concentration arrives at very small values. This procedure allows also restarting 186 

the computation at given time periods. In our case we have repeated the computation every 187 

3 months trying to resolve the seasonal variability of the Curonian lagoon. 188 

2.5 Simulation setup 189 

In this application the numerical grid consists of 2027 elements and 1309 nodes. The 190 

resolution is much finer in the vicinity of the Klaipeda strait. A part of the Baltic Sea shelf 191 

has also been included in the numerical grid in order to not disturb the computations of the 192 

exchanges through the Klaipeda strait. In the vertical a total of 12 sigma layers have been 193 

inserted. 194 

Several numerical simulations have been carried out in this study: 195 

- Idealized simulations for investigate the role of different forcing on the water 196 

exchange and energy content distribution. 197 

- 10 years realistic simulations using hydro meteorological forcing for the time period 198 
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between 1 January 2004 and 31 December of the year 2013. 199 

The characteristics of the performed simulations are summarized in Tab. 1. The simulation 200 

called “Reference” is used as a base line against which all the other simulations have been 201 

compared. A part from the ice cover, it is the simulation which contains the complete 202 

forcings. 203 

The simulations have been carried out using a maximum time step of 100 s, and the model 204 

adopts automatic sub-stepping over time to enforce numerical stability with respect to 205 

advection and diffusion terms. The vertical viscosity and diffusivity are computed by the k-206 

epsilon model GOTM, and the horizontal ones by a Smagorinsky type closure with a 207 

parameter of 0.2 according to the value used also in Zemlys et al. (2013). The bottom drag 208 

coefficient has been set to a constant standard value of 2.5 10-3. Finally, the wind drag is 209 

being computed by the sea-air interaction model COARE (Fairall et al., 2003). Time-series 210 

of observed ice concentration have been spatially interpolated onto the finite element grid. 211 

3 RESULTS 212 

3.1 Calibration and validation through salinity 213 

Even if the calibration and validation has already been carried out in a former work 214 

(Ferrarin et al., 2008; Zemlys et al., 2013) we show one more time the validation for the 215 

salinity, because the numerical grid has changed between the two applications. In Zemlys 216 

et al. (2013) the resolution of the grid was much finer. In the present application a coarser 217 

resolution has been used because of the need to run the model for longer time periods. 218 

To drive the model realistic forcing of boundary conditions (water levels, salinity, 219 

temperature) and meteorological input has been used for the year 2004-2013. For the 220 

calibration and validation of modeled salinity a data set of daily measurements performed 221 

by the Marine Research Department of Lithuania Environment Ministry for the period 222 

2004-2010 for the northern part of the Curonian lagoon (Juodkrantė and Klaipėda Strait) 223 

were available.  224 

Statistical analysis results for salinity are reported in Tab. 2 in terms of root-mean-square 225 

error (RMSE, in ‰) and correlation coefficient between model results and observations 226 
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(R). The results showed that the model with ice gives much better results compared to the 227 

reference simulation. The correlation coefficient between model results and observations 228 

for the period 2007-2010 (when the realistic ice data were used) is 0.641 (RMSE=2.3 ‰) in 229 

Klaipeda Strait and 0.427 (RMSE=2.1 ‰) in Juodkrantė. Still the comparison of results 230 

with previous studies showed that the high resolution model does a better job in describing 231 

salinity variations. 232 

3.2 Exchange mechanisms between the northern and the southern lagoon 233 

In a first set of sensitivity simulations the exchange mechanisms between the northern and 234 

southern part of the lagoon have been explored. It has been studied how the physical 235 

forcing influences and determines the circulation and exchange in the lagoon. 236 

A first simulation explores the dependence on wind direction. The wind speed has been 237 

fixed to 5 m/s which corresponds approximately to the long term average of winds from all 238 

directions. No Nemunas river water discharge has been imposed. Energy content (kinetic 239 

and potential) and fluxes between different sub-basins have been computed. The section 240 

over which these fluxes have been taken is plotted with black continuous lines in Fig. 1. 241 

The results of this experiment are shown in Fig. 3. 242 

Lagoon energy has been computed by excluding the grid area of the Baltic Sea, so only the 243 

water circulation and setup of the water level inside the lagoon have been taken into 244 

account. Energy is not equally distributed between its kinetic and potential part. The 245 

potential energy is normally much higher than its kinetic counterpart. This means that due 246 

to the shallow nature of the lagoon the currents contribute much less to the energy budget 247 

with respect to the change in water level which accumulates potential energy inside the 248 

lagoon. 249 

The energy budget is symmetric with wind speeds of opposite directions (Fig. 3). The 250 

minimum of potential energy correspond to around 90 and 270 degrees, which are easterly 251 

and westerly winds. This direction corresponds to a minimum fetch over the lagoon where 252 

the wind can act to pile up the water on one side or the other. On the other side, wind 253 

directions of 0 and 180 degrees (northerly and southerly winds respectively) show highest 254 

accumulation of potential energy. In this case the potential energy is 50 times higher than 255 
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in case of minimum potential energy (please note the logarithmic scale in the figure). 256 

Kinetic energy is differently distributed with wind speed. Its maximum is at around 50 and 257 

230 degrees, which corresponds to NE and SW winds. Kinetic energy is much less variable 258 

when compared with the potential energy, and it is higher than potential energy only close 259 

to where the minimum of potential energy occurs. 260 

In the bottom panel of Fig. 3 fluxes over selected sections (see Fig. 1 for the location of the 261 

sections) are presented. Shown are absolute fluxes, so positive and negative fluxes add up 262 

to each other. Fluxes through the Klaipeda strait are maximum at around 100 and 270 263 

degrees, which correspond roughly to the direction of the inlet that connects to the Baltic 264 

Sea. Minimum fluxes occur with northerly and southerly winds. The more southerly 265 

situated section of Vente shows a similar form with higher fluxes, because much wider. 266 

Fluxes through the Nemunas section and the South lagoon section show much higher 267 

values, with maxima at around 30 and 200 degrees. This is the wind direction which favors 268 

highest exchange between the northern and southern sub-basin in the Curonian lagoon. 269 

In another simulation only the Nemunas discharge has been taken into account. The 270 

simulation has duration of 250 days, while the Nemunas discharge is continuously 271 

increased until reaching the value of 2500 m3/s. No wind forcing has been applied. Results 272 

are shown in Fig. 4. With a low Nemunas discharge the kinetic energy is higher than the 273 

potential energy. This means that with low discharges there is little piling up of the water 274 

in front of the Nemunas delta and the water flows freely in direction of the strait. At higher 275 

discharges the ratio is reversed, and potential energy becomes more important, and at very 276 

high discharges total energy consists basically only in potential energy. This means that 277 

due to the big water masses inflowing the water cannot freely flow to the strait but 278 

accumulates close to the Nemunas Delta, contributing to a rise in potential energy.  279 

Fluxes for the same simulation are shown in Fig. 4. Not surprisingly, the discharges 280 

through Klaipeda strait, Vente and Nemunas sections show exactly the same value than the 281 

Nemunas discharge. Is however surprising that this Nemunas discharge only influences 282 

marginally the fluxes through the South section. Fluxes still grow linearly with discharge, 283 

but are much lower than through the other sections. The ratio between Nemunas and South 284 

section is about 1/8. 285 
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3.3 General hydrodynamic features of the Curonian Lagoon 286 

Here we describe some general features of the Curonian Lagoon using the results of the 287 

reference simulation. The focus is on the seasonal evolution of circulation and salinity. In 288 

Fig. 5 the seasonal circulation is shown (averaged over 10 years). As can be seen the 289 

average circulation (which corresponds to the residual currents) is very stable throughout 290 

the seasons. In the north the current direction is from the Nemunas delta to the north, 291 

eventually out of the lagoon. Only in the Klaipeda Strait velocities of 15 cm/s are 292 

exceeded. Velocities in the north are around 5 cm/s, and very low velocities can be found 293 

in the southern part, around 2 cm/s. A cyclonic circulation cell is found in all seasons in the 294 

southern lagoon. Normally currents along the coast (west and east) are northward, and in 295 

the central part they are flowing south. In summer time the northward flow is less strong, 296 

and the cyclonic circulation cell is well developed in the south. 297 

Fig. 6 shows the seasonal average salinity distribution close to the Klaipeda Strait. The 298 

southernmost isoline always indicates the 1 ‰ limit. The strongest gradients can be found 299 

close to the end of the strait, just before flowing into the Baltic Sea. The salinity gradient is 300 

strongest in winter and spring time, but is quite stable throughout the year. Please 301 

remember that this salinity distribution is the average over many intrusion events, where 302 

during these events, higher values can be found inside the lagoon.  303 

Finally, temperature distribution in the lagoon throughout the year (not shown) is 304 

horizontally homogeneous and follows the yearly cycle, with values between 0 and 25 305 

degrees. 306 

3.4 Renewal time variability 307 

 308 

As described above the model has been applied to the Curonian Lagoon computing the 309 

water renewal time (WRT). Every three months the renewal times are computed, and then 310 

the concentrations are re-initialized in order to start a new computation period. Renewal 311 

times have been computed separately for the northern and southern sub-basin, and for the 312 

total basin. They have also been seasonally averaged over the 10 years of simulation. The 313 
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result of this run can be seen in Fig. 7 and 8. 314 

Fig. 7 shows the seasonal pattern of the WRT averaged over the 10 available years. In the 315 

figure a logarithmic scale has been used in order to be able to show the variability between 316 

the short WRTs in the northern and the longer ones in the southern sub-basin. The 317 

distribution is very similar between the different seasons. During spring lower WRT can be 318 

found close to the Nemunas outflow, due to the higher discharge of the river. In summer 319 

the highest values can be found in the south-western basin, and also the eastern shore of 320 

the southern lagoon has higher WRTs. However, the average overall pattern does change 321 

very little between seasons. In Fig. 8 the high variability of the WRT, both inter-annual and 322 

intra-annual, can be seen. For both sub-basins the WRT is always lowest during winter 323 

time, and highest in the summer. The northern basin also shows low WRT during the 324 

spring period, when Nemunas discharge is highest. The southern basin is not influenced by 325 

the Nemunas discharge, as already pointed out already when discussing the sensitivity 326 

simulations. 327 

The northern basin shows WRT of about 77 days (Tab. 3), while the average for the 328 

southern basin is nearly 200 days. This behavior can also be observed looking at the 329 

frequency curves of the WRT (Fig. 9). These frequency curves show the percentage of 330 

water volume of a certain WRT value. The single WRTs have been averaged over the 331 

proper season. Clearly visible in all seasons is the first peak at around 50 days that is due to 332 

the water masses in the northern basin. A second peak, indicating the water masses of the 333 

southern sub-basin, is also visible during winter (180 days) and autumn (around 280 days), 334 

it is less pronounced in summer (broad peak at around 300 days) and not visible for spring 335 

time. 336 

3.5 Ice cover influence 337 

As already mentioned the influence of ice cover on the exchange capabilities and the WRT 338 

has been studied. Results can be found in Tab. 3. If only the four years where ice cover 339 

was available are studied (third column in the table), it can be seen that the total WRT is 340 

barely changing (148.8 days with respect to the reference value of 147.4 days). In the 341 

southern basin changes are a bit higher (190.8 days with respect to 186.6 days). 342 
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The seasonal variability during the 4 years can be seen in Fig. 8. In the figure, the actual 343 

ice cover has been inserted as a gray band. The winters in 2007 and 2008 are less severe 344 

and hardly any difference in WRT can be found between the results without and with ice 345 

cover. The winters of 2009 and 2010 led to a longer period of ice cover, and especially in 346 

2010 some differences in WRT can be seen. As expected WRT, when considering ice 347 

cover, goes up in the southern basin, but at the same time lower WRTs can be found in the 348 

northern basin. 349 

Finally, analyzing the frequency curves created only for the years 2007-2010, where ice 350 

cover was available (Fig. 9, black lines), it becomes clear that the first peak identifying the 351 

northern basin is not changing, but the second peak at around 150 days is lower and the 352 

distribution is shifting to longer WRTs. This can be seen especially in the very long tail of 353 

the winter with ice distribution that is very similar to the distribution in summer times. 354 

3.6 Dependence on other physical forcings 355 

Since ice cover (and therefore wind forcing) did not show a strong impact on WRT it was 356 

reasonable to check what other factors would determine the renewal capabilities of the 357 

Curonian lagoon. We decided to test three other physical forcing mechanisms that are 358 

influencing the WRT, namely water level variations in the Baltic Sea, the inflow of the 359 

Nemunas river and the role of baroclinic two-layer flow in Klaipeda Strait. 360 

The results of simulation, when the water level variations in the Baltic Sea are set to zero, 361 

can be seen in Tab. 3 and in Fig. 10. Similar changes in WRT can be found in the northern 362 

lagoon (7%) and in the southern one (8%). Fluxes through the southern section are a little 363 

more sensitive to the changes and amount to around 12%. However, as can be seen also in 364 

Fig. 11, the changes are slight. 365 

However, if the Nemunas river discharge is switched off, the picture changes radically. 366 

Both from Tab. 3 and Fig. 10 it can be seen that WRTs shift to much higher levels. The 367 

WRT in the northern basin becomes similar to the value in the southern one of the 368 

reference situation (212 days), and the southern basin shows WRTs of more than 5 years 369 

on average, with strong inter-annual changes. However, the exchange between the northern 370 

and the southern basin only changes by less than 2%.  371 
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Finally, a simulation has been carried out that switches off the baroclinic contribution to 372 

the equations. The results of this simulation can indicate how important the two-layer 373 

density driven flow in the inlet is for the calculation of the WRT. Results can be again seen 374 

in Tab. 3. Changes with respect to the reference circulation are hardly noticeable, pointing 375 

at the conclusion that density driven flow is not important for the Curonian Lagoon WRT. 376 

 377 

4 DISCUSSION AND CONCLUSIONS 378 

The simulations that were carried out to study the dynamics of the Curonian Lagoon under 379 

changing wind conditions indicated that there are two mechanisms that have to be taken 380 

into account. Minimum exchange between northern and southern sub-basin takes place 381 

with winds from N or S. These winds correspond to a minimum exchange through the 382 

Klaipeda Strait. This indicates that winds act in two ways: Either they enhance the water 383 

exchange with the Baltic Sea, or they contribute to the internal mixing and redistribution of 384 

the water masses inside the lagoon.  385 

The influence of the Nemunas on the internal water circulation is quite low, and it only 386 

marginally influences the exchanges between the southern and northern part. The Nemunas 387 

River contributes mostly to kinetic energy under lower discharges, but with high 388 

discharges a water level gradient is building up and potential energy is becoming the major 389 

energy contribution. The discharge where potential and kinetic energy become similar is at 390 

around 900 m3/s which is close to the climatological average of the river discharge of 700 391 

m3/s (Jakimavičius, 2012). Therefore average kinetic and potential energy due to the 392 

Nemunas discharge are nearly equi-distributed. 393 

The pattern of the WRT distribution between different seasons is very similar between 394 

each other. The absolute numbers depend on the season, with spring showing low WRT 395 

close to the Nemunas outflow and highest WRT in the southern basin during summer time. 396 

This confirms the strong influence of the Nemunas forcing on the WRT, especially in the 397 

northern basin. 398 

The inter-annual changes of the WRT show a coherent picture. Lowest WRTs are always 399 

during winter and spring, and highest during summer (Fig. 8). The variability is much 400 
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lower in the northern basin, where the inflow of the Nemunas is stabilizing the water 401 

exchange. On the other hand, the only physical forcing in the southern basin is the 402 

meteorological forcing which may vary considerably between different years. As can be 403 

seen from the figure, the summers of 2016, 2008, 2009 and 2012 show large WRTs in the 404 

southern basin, whereas the northern part only showed a minor increase due to the higher 405 

importance of the Nemunas discharge. 406 

It might also be interesting to compare the values of the total WRT (152 days) to a gross 407 

estimate of freshwater inflow into the lagoon. The relevant indicator is the flushing time, 408 

computed by dividing the volume of the lagoon by the fresh water fluxes. This flushing 409 

time gives the lowest possible time of exchange, when considering complete mixing with 410 

the lagoon waters. Inserting the numbers for the average riverine discharges and the 411 

average rain fall, the flushing time is about 110 days for the lagoon. This flushing number 412 

still does not take into account the fluxes with the Baltic Sea. This indicates a mixing 413 

efficiency of 0.7. Taking into account also the fluxes through the Klaipeda Strait, this 414 

number will be even lower, and well in the range of other lagoons (Umgiesser et al., 2014). 415 

Ice cover, even if important for the exchange in the inside of the lagoon, does not influence 416 

too much the WRT. As explained above, most of the time when ice is present, it is land 417 

locked, therefore inhibiting completely the momentum transfer between the atmosphere 418 

and the water. Only during strong winters, when ice cover is lasting for a considerable 419 

amount of time, the ice cover will be able to change the WRT. Two different effects can be 420 

seen. While the WRT increases in the South, in the North it decreases. This can be 421 

explained by the fact that water exchange between the north and the south is decreasing. 422 

Less fresh water from the Nemunas goes to the south, increasing the WRT there. However, 423 

the fresh water that stays in the north contributes to lower WRTs there. Summarizing, the 424 

WRT in the whole basin is changing very little, showing that ice cover may inhibit the 425 

exchanges inside the lagoon, but does not too much influence the exchanges with the 426 

Baltic Sea. 427 

Other physical factors that may influence the WRT distribution are water level variations 428 

in the Baltic Sea and the Nemunas discharge. Switching off the water level variation did 429 

result in slightly smaller WRTs in the basin (7-8%), and exchanges between the southern 430 

and northern basin were decreasing by around 10%. Again this result is astonishing. Most 431 
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lagoons throughout the world are dominated by tidal exchange. Even in Mediterranean 432 

lagoons, where tides can be classified as micro-tidal, it is still the tide which mostly 433 

controls the exchange with the open sea (Umgiesser et al., 2014). However, in the eastern 434 

Baltic Sea tides are negligible, and intermittent water level changes are not strong enough 435 

(or not frequent enough) to influence the water exchange with the Baltic Sea. 436 

The strongest impact on the WRT distribution is exerted by the Nemunas inflow. The 437 

northern part of the lagoon shows WRTs of around 7 months, whereas the in the southern 438 

part the WRT increases to around 5 years on average between the years. As already 439 

mentioned this is only due to the missing fresh water input of the Nemunas, and not to any 440 

other mechanisms. If we compare the exchanges between the northern and southern basin 441 

we can see that with respect to the reference simulation the exchange only decreases by 442 

about 2%. Without the Nemunas discharge there is therefore still enough exchange 443 

between the basins. However, since there is no fresh water in the northern part, there is 444 

also nothing to be exchanged that might lower the WRTs in the South. 445 

In the last simulation we tested the contribution of the two layer density flow through the 446 

Klaipeda strait to the WRT distribution. The results indicate a negligible effect of the 447 

baroclinic flow. This is mainly due to three causes. The first is the fact that two layer flow 448 

exists only in case of low barotropic forcing. Therefore, when strong Nemunas discharge is 449 

active, or when water level fluctuations in the Baltic Sea are important, the two layer flow 450 

is destroyed. This was one of the main findings in Zemlys et al., (2013). The second cause 451 

is the existence of a sill just inside the Curonian lagoon, where the depth of the strait drops 452 

from 15 meters in the strait to 5 meters in the lagoon. The salt water normally does not get 453 

over this sill but is trapped outside in the strait. Finally, the third reason that the baroclinic 454 

acceleration is less important is the fact that salinity gradients in the Baltic Sea are much 455 

weaker than in normal cases. Whereas in other oceans the salinity gradient in the estuary is 456 

up to 35 ‰, here in the Eastern Baltic Sea it is only 7 ‰.  457 

Summarizing, the study has shown that the most important physical forcing that influences 458 

the WRT in the Curonian Lagoon is the Nemunas discharge. Other mechanisms do 459 

influence only the strength of exchange inside the lagoon, but not really contribute to the 460 

exchange with the Baltic Sea. This is especially true for the ice cover which is influencing 461 

the overall WRT only marginally. Therefore, if climate change effects have to be taken 462 
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into account, WRT changes will be more likely influenced by changing Nemunas 463 

discharges than by change in ice cover. 464 

 465 
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TABLES 558 

 559 

Sensitivity simulations with idealized forcings 

name period description 

Wind 36 days Only wind forcing, the wind 

rotates over 360 degrees 

Discharge 250 days Only fresh water discharge, the 

discharge varies from 0 to 2500 

m3/s 

10 year simulations with real forcings 

name period description 

Reference 10 years Reference simulation (used also 

for validation) 

Ice 10 years As reference, but with ice cover 

in the years 2007-2010 

No Level 10 years As reference, but without water 

level variation in the Baltic Sea 

No River 10 years As reference, but without river 

discharges 

No Baroclinic 10 years As reference, but without 

baroclinic forcing 

Table 1: Summary of simulations carried out. The first two simulations are idealized 560 

simulations to investigate the exchange capabilities depending on wind and river discharge. 561 

The other simulations are simulations with real forcings.  562 
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 Reference 

(without ice) 

2004-2010 

Ice        2004-

2010 
Ice        2007-

2010 
Ice 2009 2009 from 

Zemlys et 

al., 2013 

Klaipeda 

Strait 

R=0.584 

RMSE=2.433 

R=0.596 

RMSE=2.386 

R=0.641 

RMSE=2.312 

R=0.675 

RMSE=2.131 

R=0.74 

RMSE=2.3 

Juodkrante R=0.398 

RMSE=2.068 

R=0.410 

RMSE=2.024 

R=0.427 

RMSE=2.063 

R=0.499 

RMSE=1.759 

R=0.67 

RMSE=1.6 

 563 

Table 2: Model validation results for salinity. Given are correlation coefficients and root 564 

mean square error in ‰. The results refer to the reference simulation, the simulation with 565 

ice cover (10 years), only the 4 years where ice cover was available, only 2009 with ice 566 

cover and results from the article Zemlys et al. (2013). 567 

 568 

  569 
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 reference Ice    

2004-2014 

Ice    

2007-2010 

Ice winter    

2007-2010 

No level No river No 

baroclinic 

WRT north 

[days] 

76.5 

±21.3  

76.3   

±21.4  

79.7   

±26.3 

(80.4)   

51.9     

±2.4  

(52.7)     

81.7   

±24.8   

211.8 

±110.2  

76.7 ±21.4  

WRT south 

[days] 

193.5 

±55.5   

195.1 

±55.0   

190.8 

±48.2  

(186.6) 

175.6 

±33.1  

(158.6) 

208.8 

±63.8   

1703.5 

±1541.0   

192.2 

±55.3   

WRT total 

[days] 

151.7 

±445.5 

152.3 

±45.2 

148.8 

±41.4 

(147.4) 

125.1 

±20.3 

(119.1) 

156.9 

±36.9 

664.5 

±371.7 

151.5 

±46.2 

Flux through 

southern 

section 

[m3/s] 

1804.1   

±467.5 

1751.4 

±474.6 

1770.9 

±557.1 

(1902.6) 

1615.8 

±831.3 

(2088.2) 

1585.4 

±461.5 

1834.3 

±465.4 

1808.4 

±464.0 

Table 3: Summary of the results of the 10 year simulations. Shown are the renewal times 570 

for the northern, southern and the whole basin and the absolute fluxes through the southern 571 

section together with their standard deviations. Results are for the complete reference 572 

simulation, for the 10 year simulation using ice cover in the 4 years where ice cover was 573 

available, only for the 4 years with ice cover and only the winter months with ice cover. 574 

The other three columns refer to the simulation with no water level variation in the Baltic 575 

Sea, with no river discharge and with no baroclinic forcing. Numbers in brackets are the 576 

values for the reference run only for the specified period. 577 

578 
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FIGURES 579 

 580 

 581 

Fig. 1: The setting of the Curonian lagoon showings its bathymetry. Superimposed is the 582 

used numerical grid. The thick black line indicates the division into northern and southern 583 

sub-basin when computing the WRT. This section, named Southern Section, is also used 584 

for computing the fluxes between the north and the south basins. The three thinner lines are 585 

the other flux sections and are named (from north to south) Klaipeda Strait, Vente, and 586 

Nemunas. An asterisk marks the stations where ice data has been measured. (Juodkrante, 587 

Nida, Vente, Uostadvaris). 588 

589 
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 590 

Fig. 2: River discharge from 2004 to 2014 into the Curonian lagoon (top) and measured ice 591 

concentration in the years 2007-2010 (bottom). In the discharge panel only Nemunas and 592 

Minija are shown. The contribution of all other rivers is less than 5%. The ice data shows 593 

that the freezing and melting happens very fast (order of days).  594 

  595 
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 596 

 597 

Fig. 3: Energy content in basin (top) and fluxes through selected sections (bottom) 598 

depending on the wind direction. For the location of the sections see Fig. 1. 599 

  600 



 27 

 601 

Fig. 4: Energy content in basin (top) and fluxes through selected sections (bottom) 602 

depending on the Nemunas discharge. For the location of the sections see Fig. 1. 603 

604 
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 605 

 606 

Fig. 5: Seasonal maps of residual currents averaged over the years 2004-2014. Maps show 607 

winter (a), spring (b), summer (c) and autumn (d). 608 

 609 

610 
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 611 

 612 

Fig. 6: Seasonal maps of salinity distribution averaged over the years 2004-2014. Maps 613 

show winter (a), spring (b), summer (c) and autumn (d). Only the area of the Klaipeda 614 

Strait is shown. The southernmost isoline in the figures always indicates 1 ‰. 615 

616 
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 617 

 618 

Fig. 7: Seasonal renewal time maps averaged over the years 2004-2014. The renewal time 619 

is only computed inside the Curonian Lagoon and not in the Baltic Sea. Maps show winter 620 

(a), spring (b), summer (c) and autumn (d). Please note the logarithmic color scale. 621 
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 622 

Fig. 8: Water renewal times for the northern, southern basin. The WRT is computed every 623 

3 months to obtain a seasonal estimate. WRT is computed with and without ice cover for 624 

the years 2007-2010. The black curve shows the actual ice cover in the Curonian Lagoon. 625 

  626 
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 627 

Fig. 9: Seasonal frequency curves of WRT. The results refer to the whole 10 years period 628 

except the black curves which indicate the situation with and without ice cover in winter 629 

only for years 2007-2010. 630 

631 
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 632 

 633 

Fig. 10: Water renewal times for the northern, southern basin. The WRT is computed every 634 

3 months to obtain a seasonal estimate. WRT is computed for the reference run 635 

(continuous line), with no water level variation in the Baltic Sea (dashed line) and with no 636 

river discharge (dotted line). The results for the no baroclinic run are not shown because 637 

basically identical to the reference simulation. The northern lagoon is in red, the southern 638 

lagoon in blue. 639 
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 641 

Fig. 11: Absolute fluxes through the south section (a) and through the Klaipeda Strait (b). 642 

Results are shown for the reference run compared to the simulation with no water level 643 

forcing in the Baltic Sea. In the case of Klaipeda strait also the fluxes computed with the 644 

non baroclinic case have been added. 645 


