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Abstract: Removal of the glint effects from satellite imagery for accurate retrieval of water-leaving 8 

radiances is a complicated problem since its contribution in the measured signal is dependent on many 9 

factors such as viewing geometry, sun elevation and azimuth, illumination conditions, wind speed and 10 

direction, and the water refractive index. To simplify the situation, existing glint correction models 11 

describe the extent of the glint-contaminated region and its contribution to the radiance essentially as a 12 

function of the wind speed and sea surface slope that often lead to a tremendous loss of information with 13 

a considerable scientific and financial impact.  Even with the glint-tilting capability of modern sensors, 14 

glint contamination is severe on the satellite-derived ocean colour products in the equatorial and sub-15 

tropical regions. To rescue a significant portion of data presently discarded as ‘glint contaminated’ and 16 

improving the accuracy of water-leaving radiances in the glint contaminated regions, we developed a 17 

glint correction algorithm which is dependent only on the satellite derived Rayleigh Corrected Radiance 18 

and absorption by clear waters. The new algorithm is capable of achieving meaningful retrievals of ocean 19 

radiances from the glint-contaminated pixels unless saturated by strong glint in any of the wavebands. It 20 

takes into consideration the combination of the background absorption of radiance by water and the 21 

spectral glint function, to accurately minimize the glint contamination effects and produce robust ocean 22 

colour products. The new algorithm is implemented along with an aerosol correction method and its 23 

performance is demonstrated for many MODIS-Aqua images over the Arabian Sea, one of the regions 24 

that are heavily affected by sunglint due to their geographical location. The results with and without 25 

sunglint correction are compared indicating major improvements in the derived products with sunglint 26 

correction. When compared to the results of an existing model in the SeaDAS processing system, the new 27 
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algorithm shows the best performance in terms of yielding physically realistic water-leaving radiance 28 

spectra and improving the accuracy of the ocean colour products. Validation of MODIS-Aqua derived 29 

water-leaving radiances with in-situ data also corroborates the above results. Unlike the standard models, 30 

the new algorithm performs well in variable illumination and wind conditions and does not require any 31 

auxiliary data besides the Rayleigh-corrected radiance itself. Exploitation of signals observed by sensors 32 

looking within regions affected by bright white sunglint is possible with the present algorithm when the 33 

requirement of a stable response over a wide dynamical range for these sensors is fulfilled. 34 

 35 

1. Introduction 36 

Satellite ocean colour remote sensing data from the NASA’s Sea-viewing Wide Field-of-view Sensor 37 

(SeaWiFS, on board its SeaStar satellite) and Moderate-resolution Imaging Spectroradiometer (MODIS, 38 

on board its Terra and Aqua satellites), ESA’s MEdium Resolution Imaging Spectrometer (MERIS, on 39 

board its Envisat satellite) and ISRO’s Ocean Colour Monitor (OCM, on board its IRS-P4 and Oceansat-2 40 

satellites), are a vital resource for operational forecasting and oceanographic research, and related 41 

applications in the global ocean. Over the last two decades, a number of atmospheric correction and in-42 

water algorithms have been developed to enable the interpretation of these ocean colour data particularly 43 

in coastal oceanic waters. There are a number of ways by which these ocean colour data have been used 44 

in various studies, for instance monitoring spatial and temporal variability of algal blooms (important in 45 

characterizing the variability of marine ecosystems and investigating how marine ecosystems respond to 46 

climate change and anthropogenic perturbations), monitoring coastal marine pollution and river plumes, 47 

understanding global carbon budgets and climate change impacts (Shanmugam et al., 2013; Shanmugam, 48 

2011). However, several of the previous studies have reported that erroneous retrievals of the ocean 49 

radiances in coastal oceanic waters greatly prevent the utility of these satellite data products. The problem 50 

has been attributed to the treatment of aerosol and sunglint in the atmospheric correction procedure 51 

(Shanmugam, 2012; Rakesh Kumar & Shanmugam, 2014; Wang & Bailey, 2001). Since simultaneous in-52 

situ measurements of the atmospheric optical properties are not available for each satellite overpass, 53 

atmospheric correction of ocean colour imagery usually relies on the satellite-derived data alone (Ruddick 54 

et al., 2000). The former problem has been successfully addressed in a recent study by Rakesh Kumar and 55 

Shanmugam (2014), wherein they used Rayleigh corrected radiances to estimate the aerosol radiance and 56 

extrapolate it across the visible wavelengths. Their approach is different from the SeaDAS atmospheric 57 
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correction algorithm that makes use of the aerosol models and relative humidity (Gordon and Wang, 58 

1994). The problem of sunglint is particularly acute under a wind-roughened sea surface condition, and is 59 

one of the greatest confounding factors limiting the quality and accuracy of satellite data (Kay et al., 60 

2009; Zhang and Wang, 2010). The failure of sunglint correction often results in the periodic black 61 

portions on swaths in images of the ocean colour products (Ottaviani et al., 2008). 62 

Sunglint is a phenomenon caused by the specular reflection of the incident light from the sun to the 63 

sensor. The region affected by sunglint may vary from a single disk (image of sun), on a perfectly flat and 64 

clam surface, to a distinctive widespread spatial pattern (due to reflection into a wide range of angles) on 65 

the wind-roughened sea surface due to the reflection by a large number of wave facets (Zhang and Wang, 66 

2010). This region often extends to several hundred kilometers, with associated reflectance factor greater 67 

than 0.2 (Hagolle et al., 2004). The effect of sunglint is highest at the sub-solar point due to the decrease 68 

in angle between the sun and sensor (Wang and Bailey, 2001). The sunglint pattern varies with respect to 69 

the wind speed and direction, sensor geometry and illumination conditions. The viewing geometry, 70 

relative orientation of the sensor’s viewing angle, solar zenith angle, and the slope of the water surface 71 

along with the sea surface roughness governed by the wind speed and wind direction, play a significant 72 

role in determination of sunglint (Cox and Munk, 1954).  73 

Most ocean colour sensors are designed to capture the radiances over a given dynamic range (minimal 74 

threshold corresponding to the saturation limit) in a given band. The minimal threshold defines the lowest 75 

intensity of radiances to be detected by the sensor in a given band, whereas the saturation limit is the 76 

maximum radiance to which the sensor can respond. To reduce this contamination, some sensors (e.g., 77 

SeaWiFS and OCM-2) use a steering mechanism to change their viewing angle by 20º (away from nadir) 78 

to minimize the effect of sunglint (Mohan and Chauhan, 2001; Wang and Bailey, 2001). The change in 79 

the viewing angle reduces the number of facets of water formed by a rough sea reflecting the incident 80 

solar radiation in a specular manner into the sensor’s field of view. For sensors without such a capability 81 

(glint-tilting) such as MODIS, glint contamination can be so severe that satellite retrieval of ocean colour 82 

products may yield unacceptably large uncertainties (Zhang and Wang, 2010).  83 

The extent of the glint-contaminated region and its contribution to the radiance is generally computed 84 

from the Cox and Munk model (Cox and Munk, 1954) with the input of the sea-surface wind speed. 85 

Several recent studies have improved this model based on redefined sea surface statistical parameters. For 86 
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instance, Shifrin utilized the Richardson number to link the stability of the atmosphere-water interface to 87 

the sea surface roughness (Shifrin, 2001). Ebuchi and Kizu re-estimated the slope statistics with a more 88 

general data set from a radiometer onboard Geostationary Meteorological Satellite (GMS) and ancillary 89 

data from space-borne scatterometers, which resulted in a narrower distribution for the glint which was 90 

similar to the Cox and Munk model (Ebuchi and Kizu, 2002). Bréon and Henriot used the Polarization 91 

and Directionality of Earth’s Reflectance (POLDER) (Deschamps et al., 1994) with NASA scatterometer 92 

for wind speed and direction to quantify glint contamination by redefining the slope statistics (Bréon and 93 

Henriot, 2006). It should be noted that these methods utilized certain ancillary data, which are difficult to 94 

obtain in real time. Doerffer et al. used a Neural Network (NN) to estimate glint radiance from the 95 

radiative transfer calculations (Doerffer et al., 2008). The efficiency of this algorithm depends on the 96 

training of the NN and there is a chance of producing irrelevant glint radiance due to the synthetic output 97 

from the radiative transfer equations. Steinmetz et al. used a spectral matching approach for modelling 98 

atmosphere and sunglint using all available spectral bands and matching with the spectrum to be corrected 99 

(Steinmetz et al., 2011). Another approach was proposed by Shanmugam (2012) which empirically 100 

related the glint radiance to the Rayleigh corrected radiance. Recently, Kutser et al. (2013) attempted to 101 

correct glint contamination by fitting a power function on the measured (in-situ) reflectance values from 102 

the blue and NIR (near infrared) region. Many of the models developed for satellite applications have 103 

been reviewed and evaluated for correction of the sunglint contamination effects in satellite ocean colour 104 

data (Kay et al., 2009; Zhang and Wang, 2010). 105 

A model for sunglint correction presently used in the SeaDAS processing system was proposed by Wang 106 

and Bailey (Wang and Bailey, 2001), which is based on the glint radiance computation from Cox and 107 

Munk (1954) with inputs from the solar and viewing geometries, sea-surface wind speed and direction, 108 

and the estimated aerosol optical thickness. This method determines the normalized glint radiance LGN 109 

depending on the above parameters, for vacuum and solar irradiance, F0(λ)=1.0. The glint correction 110 

procedure is applied on the pixels with LGN values ranging between 0.0 ≤ LGN ≤ 0.005 (Wang and Bailey, 111 

2001). Such a criterion leads to the removal of a significant number of pixels restricting a large area of 112 

swath from ocean colour research. 113 

The major drawback of these models for sunglint correction is the absence of ancillary information such 114 

as wind speed, wind direction, sea surface slope and other parameters. The objective of this paper is to 115 
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develop an alternative robust sunglint correction algorithm that is entirely dependent on the satellite-116 

derived products alone. The new algorithm (hereafter referred to as “New Glint Correction - NGC” 117 

algorithm) takes into account the absorption by clear water as the ancillary data which is almost constant 118 

for a wide variety of waters. The performance of NGC algorithm is tested for several MODIS-Aqua 119 

images of the Arabian Sea and its results are compared with those of the default model available in the 120 

SeaDAS processing system (called as SeaDAS Glint Correction (SGC) algorithm for brevity). The 121 

applicability of NGC algorithm over the global oceans is further discussed. 122 

 123 

2. New glint correction (NGC) algorithm 124 

Satellite ocean colour sensors measure the spectrum of sunlight reflected from the ocean-atmosphere 125 

system at several visible and near-infrared (NIR) wavebands. About 80-90% of the signal recorded at the 126 

top-of-the-atmosphere (TOA) is contributed by the atmosphere through the process of scattering by 127 

molecules and particles (aerosols) and the remaining signal is the desired water-leaving radiance (Lw()) 128 

(Gordon, 1997; Shanmugam and Ahn, 2007). The water-leaving radiance carries immense information 129 

concerning water constituents, but its retrieval is more complicated by the atmospheric and surface 130 

reflected contributions. The basic form of equation to represent these contributions is given below, 131 
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where Lr is the Rayleigh radiance, La is the aerosol  radiance and Lra is the radiance due to the combined 133 

effect of Rayleigh and aerosols, which define the path signal between the surface and satellite sensor. 134 

Other contributions are the glint radiance (Lg) and whitecap radiance (Lwc) that are added up to the water 135 

signal due to specular reflection from the sea surface and breaking of waves respectively. These radiances 136 

with the direct T(λ) and diffused t(λ) transmittance components constitute to the total radiance (Lt) signal 137 

recorded by the satellite sensor. In the above equation, the Rayleigh radiance in the visible and NIR 138 

wavelengths can be easily computed with good accuracy without use of the remotely sensed data as it 139 

depends mainly on the molecular composition of the atmosphere (Deschamps et al., 1983; Wang, 2005). 140 

However, estimation and extrapolation of the aerosol radiance is a complex problem, but has been 141 

addressed in a recent study by Rakesh Kumar and Shanmugam (2014) (Rakesh Kumar and Shanmugam, 142 

2014). The whitecaps radiance part is ignored for brevity. The remaining part is the sunglint radiance 143 
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which often deteriorates the quality of ocean colour products, thus constituting the main focus of the 144 

present work.  145 

The default model used in the SeaDAS processing system computes the sunglint radiance as a function of 146 

the sea-surface wind speed, wind direction and solar and sensor geometries. The SeaDAS model is built 147 

on the Cox and Munk model which ignores the sky radiance, which raises the question of the validity of 148 

the Cox and Munk distribution for the global oceans and for all weather conditions (Shifrin, 2001). 149 

Further the sunglint correction is limited to the region at the edge of the sunglint, where the contribution 150 

of sunglint is below a predetermined threshold, and beyond this threshold it deteriorates the quality of the 151 

ocean colour products or simply creates the flag in areas with strong sunglint effects. The sunglint 152 

contamination is particularly evident in both atmospheric and ocean products (e.g., the aerosol optical 153 

thickness and water-leaving radiances) (Wang and Bailey, 2001). Since most of the ancillary information 154 

needed for sunglint correction are not measured at the time of each satellite overpass, it is necessary to 155 

develop a robust algorithm that relies only on the satellite-derived information for removal of the sunglint 156 

effects. Thus, the new algorithm does not use the ancillary data (such as wind speed and direction) but 157 

entirely depends on the Rayleigh corrected radiance itself. This way of sunglint correction is efficient and 158 

has wider applicability regardless of the water types and weather conditions. Figure 1 shows a step-by-159 

step procedure to compute the sunglint radiance and remove its effect on satellite ocean colour imagery. 160 

The procedure is elucidated in the following sections. 161 

 162 
 163 
 164 

2.1. Calculation of glint ratio (gr) 165 

The glint radiance spectra do not have any features, but are a continuously increasing function of 166 

wavebands (Doerffer et al., 2008; Shanmugam, 2012). Addition of a strictly increasing sunglint radiance 167 

spectrum through the wavebands would decrease the slope of two consecutive glint contaminated 168 

radiance bands. It implies that the lower the ratio of two Rayleigh corrected wavebands, the higher the 169 

glint contamination. This condition can be quantified by defining a glint ratio as 170 
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The ratio of the Rayleigh corrected radiance at 547nm and 667nm is chosen because most oceanic waters 172 

containing sediments and algal bloom features exhibit nearly the same response in these bands, with the 173 

highest radiance values at 547nm and lowest radiance values at 667nm in the visible spectral region 174 

(Rakesh Kumar and Shanmugam, 2014). When the chlorophyll content of the water continues to increase, 175 

it forms a floating bloom or a thick layer of bloom (Shanmugam et al., 2013) that covers the surface of 176 

water restricting specular reflection and hence significantly reduces the glint produced in the region. In 177 

these conditions, the total glint in a pixel depends on the water fraction and bloom fraction. The gr defined 178 

in equation 2 fails when intense algal blooms are encountered resembling to land vegetation which 179 

completely change the spectral features of Lw spectra (as shown in Fig. 12(f) of Rakesh Kumar and 180 

Shanmugam, 2014). To avoid misinterpretation of glint for bloom-dominated pixels, gr is redefined as a 181 

function of Lrc(2130nm). Lrc(2130nm) (Fig. 2(a)) can be used to estimate the extent of glint as the water 182 

constituents have very little influence in this band (Kaufman et al., 2002). The 2130nm band is generally 183 

not used because it has a low signal to noise ratio (SNR), and is not available in many ocean colour 184 

sensors. If 2130nm band (as in MODIS) is not available in a sensor, this band can be correlated with the 185 

667nm band with a good determination coefficient as shown in Fig 2(c) (from pixels marked by transect 186 

in Fig. 2(a)).  187 

The gr obtained by the ratio of 547nm and 667nm bands can be related to Lrc(2130nm) (Fig. 2(d)) and this 188 

relationship can be used to determine the glint radiance for bloom-dominated waters distinguished using 189 

the band ratios (Rakesh Kumar and Shanmugam, 2014). The gr can be calculated as follows, 190 
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The glint ratio obtained from this method is applied only to those pixels characterized by high chlorophyll 192 

waters with peak radiances at 678nm and 748nm. 193 

2.2. Determination of glint threshold (gth) 194 

To identify the pixels contaminated by sunglint and determine the extent of the glint-contaminated region, 195 

a threshold value of Lrc(2130nm) = 0.0088 µWcm-2nm-1sr-1 is defined. In Fig. 2(b) the red portions are 196 

contaminated by intense glint effects with radiances higher than the threshold, the red-white portions are 197 
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closer to the threshold value depicting moderate/minimal glint effects, and the blue colour shows the glint 198 

free regions.  199 

Due to the absence of 2130nm band in many sensors, it is related to the 547nm and 667nm bands using 200 

radiance values (from the transect in Fig. 2(a)) with the regression values shown in Fig. 3(a and b). Using 201 

the slope and intercept values from Fig. 3(a and b) and equation 3, the glint threshold (gth) can be defined 202 

as gr at Lrc(2130nm) = 0.0088 µWcm-2nm-1sr-1
. 203 
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Equation 4 states that glint correction is required whenever the value of gr is less than gth. The NGC 205 

method estimates glint radiance in an iterative process to reduce a small portion of glint radiance per 206 

iteration. The systematic reduction of glint increases the value of gr and finally converges to gth (Fig. 207 

3(c)). The number of iterations involved in the process depends upon the extent of the glint contamination 208 

in a given pixel. The lower the glint ratio, the larger the amount of glint deducted in an iteration. The 209 

iterative procedure gives a more precise value of glint radiance but it cannot be applied on bloom 210 

conditions as Lrc(2130nm) cannot be updated as visible and NIR bands, and hence, after one iteration the 211 

Lrc(2130nm) information becomes obsolete. 212 

2.3. Normalized absorption by water (awN()) 213 

The NGC algorithm uses the normalized absorption coefficient of water awN(λ), which are taken from 214 

Pope and Fry (Pope and Fry, 1997) and extrapolated to the near infrared (NIR) bands as ancillary 215 

information (Table 1). The absorption by water is normalized by the mean value of the absorption 216 

spectrum from 380-700 nm (at 2.5 nm resolution), and exponentially extrapolated over the longer 217 

wavelength region up to 869 nm. 218 

2.4. Glint spectral function (Lgf()) 219 

The glint spectral function is a constant spectrum, which defines the basic behavior of glint and its 220 

spectral shape is altered depending on the glint intensity in a given pixel. The multiplication of other 221 

terms (defined in the next step) depending on the magnitude of glint to Lgf(λ) modifies its spectral shape 222 

as required for better glint correction. The value of Lgf(λ) is calculated on the basis of the assumption of 223 
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continuously increasing spectrum of sunglint as shown in different studies (Doerffer et al., 2008). This 224 

behavior can be easily determined by an exponential function of wavelength.  225 
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The regression coefficient in Eq. 5 is tuned using the minimum value of gth (i.e., 1.80) with an error of 227 

±1%. 228 

 229 

2.5. Estimation of glint radiance 230 

In satellite imagery, water acts as a background which absorbs the radiance strongly at longer 231 

wavelengths (Pope and Fry, 1997). The absorption by water alters the shape of the glint spectrum, which 232 

can be determined as the difference between glint spectral function and normalized absorption by water as 233 

given below, 234 
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  236 

where T(λ) is the direct transmittance associated with the total glint Lg(λ). The total glint contamination is 237 

evaluated by the inequality between gr and gth, which makes one of the factors contributing to its 238 

magnitude. The larger the difference between gth and gr, the stronger the glint contamination, which 239 

implies that the total glint is directly proportional to this difference, 240 

)()( rthg ggTL        (7) 241 

The proportionality factor for the total glint depends upon the radiance level of the pixel, leading to the 242 

inclusion of Lrc(λ748) with a scale factor 3 to limit the small portion of glint radiance deducted in each 243 

iteration. The resulting equation to compute the glint radiance can be expressed as,  244 
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The approximation of TLg(λ) is achieved in several steps so as to avoid overestimation, and Lrc(λ) is 246 

subsequently updated after each iteration to reduce a small portion of glint in every iteration. The 247 

decrease in the magnitude of Lrc(λ) leads to an increase in gr. The process is carried out until the gr 248 
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approaches gth (Fig. 3(c)). Thus, after n iterations, the total glint contamination can be defined as a sum of 249 

TLgi,  250 
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The above expression is capable of providing accurate estimates of sunglint radiance for pixels of waters 252 

other than the bloom-dominated waters. As mentioned earlier, after the first iteration, Lrc(2130nm) 253 

becomes obsolete and hence, the glint radiance is needed to be removed in the first iteration only. Thus, 254 

Equation 8 can be rewritten by relating TLg and Lrc(2130nm) as follows, 255 
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Note that the SWIR bands are not available in many ocean colour sensors; hence the 667nm band can be 258 

used to estimate the glint radiance. Equation 10b has tuned coefficients which enable accurate estimates 259 

of glint radiance in the bloom dominated regions. It should be noted that the 667nm band cannot be used 260 

to determine glint in suspended sediment dominated waters due to high level of radiance in the red 261 

spectral region. However, high absorption and low radiance in this spectral region can be used to estimate 262 

the glint radiance in bloom dominated waters, whereas rest of the portions (pixels) are treated using the 263 

748nm band (Eq. 8). 264 

The efficiency of the NGC algorithm is assessed based on the digital interpretation and assumption of 265 

spatial homogeneity of glint corrected products. To evaluate its efficiency in-situ observation data (with 266 

and without glint contamination) are used. The validation results are also compared with those of the 267 

default glint correction procedure in SeaDAS software. 268 

 269 

3. Data sources 270 

Several MODIS Level-1A data (Local Area Coverage data) of the Arabian Sea (available at 271 

http://oceancolour.gsfc.nasa.gov/) have been selected for evaluating the performance of the proposed 272 

NGC algorithm. The purpose of choosing the Arabian Sea is that the tropical region is seasonally 273 

subjected to reversing monsoonal wind system. With intense blooms driven by coastal upwelling, Ekman 274 

pumping and meso-scale eddies during summer, and winter-cooling and convective mixing associated 275 

with aerosol dust deposition during winter (Kumar et al., 2010), thus becoming one of the most 276 
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biologically productive regions of the world’s oceans (Banse, 1987). However, the seasonality of the 277 

phytoplankton blooms, the high biological productivity, and the associated optical properties remain 278 

poorly explored and understood. Many complex atmosphere-ocean interactions make the Arabian Sea to 279 

be optically complex, affecting the default atmospheric correction algorithm to produce highly erroneous 280 

ocean colour products.  281 

 282 

The selected MODIS–Aqua L1A data are converted to the calibrated and scaled L1B (Level 1-B) top-of-283 

atmosphere radiance (Lt(λ)) using SeaDAS. These radiances are passed into the default algorithm (Wang, 284 

2002, 2005) to obtain Rayleigh corrected radiance (Lrc(λ)) in the L1B to L2 (Level 2) processing step. The 285 

Lrc(λ) radiances are input in to the NGC algorithm to estimate and minimize sunglint contamination in the 286 

data. The sunglint corrected radiance produced by the NGC method is then fed to the aerosol correction 287 

scheme (Rakesh Kumar and Shanmugam, 2014) to obtain the desired water-leaving radiance Lw(λ). 288 

Sunglint correction is assessed based on the derived ocean colour products such as water-leaving radiance 289 

and chlorophyll generated with and without sunglint correction. The results from the NGC algorithm are 290 

compared with those of the default sunglint model for all the selected MODIS-Aqua images. Separately, 291 

MODIS-Aqua image (file A2004026202500) is processed to obtain the Rayleigh-corrected radiances in 292 

order to address the sensor saturation issues pertaining to glint contamination. 293 

 294 

To analyze the performance of NGC method, concurrent in-situ data and MODIS–Aqua data are used for 295 

validation. The in-situ data used in this study is a part of the NASA bio-Optical Marine Algorithm Data 296 

set (NOMAD) (Werdell and Bailey, 2005), consisting of 35 in-situ and MODIS-Aqua matchups in 297 

regions away from the sunglint or without glint contamination and 4 matchups with glint contamination. 298 

Though the number of matchups with glint contamination is small, it is sufficient to show the validity and 299 

behavior of the present algorithm. 300 

 301 

4. Results and discussion 302 

4.1. Image and spectral analyses using MODIS-Aqua data  303 

Saturation issue is well addressed with an example of MODIS-Aqua imagery (A2004026202500) from 304 

the Pacific Ocean (Fig. 4(a)), where the Rayleigh corrected radiances (Lrc) are plotted for a transect 305 
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running from high sunglint to low sunglint (bottom to top). Figures 4(b)-(c) show very high radiances at 306 

412 and 443 nm for a number of pixels (in the order of 32 µWcm-2nm-1sr-1) suggesting the presence of 307 

clouds. A similar trend is seen at 448 nm but with many more number of pixels saturated due to sunglint 308 

in the beginning of the transect (Fig. 4(d)). The level of radiance for which the MODIS-Aqua bands 309 

saturate due to sunglint varies from 32.7 µWcm-2nm-1sr-1 in the blue-green bands to 3.2 µWcm-2nm-1sr-1 in 310 

the red and NIR bands. The number of pixels saturated with such high radiance values further increases 311 

toward the red and NIR bands (Figs. 4(g)-(j)), reaching around 1500 pixels at 869 nm (Fig. 4(j)).  312 

The results of NGC algorithm are compared with those of the SGC model, the Figure 5(a) is a typical 313 

example of the Rayleigh-corrected radiance image (667 nm), where a transect (green) running across the 314 

glint patch and a box covering a portion of sunglint are used for extracting and comparing the Lrc, TLg and 315 

Lrc-TLg (glint corrected) intermediate products. The TLg spectra extracted from the glint contaminated 316 

region (box in Fig. 5(a)) demonstrate that the SGC model tend to underestimate the glint radiances 317 

significantly when compared to the NGC algorithm (Figs. 5(b)-(c)). The comparison of the products from 318 

these models further shows high TLg radiances for pixels (beyond pixel number 320) in the centre of the 319 

glint patch because of the underestimation of glint by the SGC model (Fig. 5(d)). The lack of ancillary 320 

data such as wind speed and direction leads to a wrong estimation of the SGC glint spectrum (TLg) 321 

relative to the Lrc spectrum. This wrong estimation of slope values in turn results in uneven correction of 322 

glint in the imagery. By contrast, the NGC algorithm performs well in terms of removing the glint signal 323 

more accurately (see more realistic (Lrc-TLg) values for the entire transect) and retaining the useful signal 324 

for further processing (Fig. 5(e)).  325 

To better visualize these issues, the false colour composite images (R – G – B = 748 nm – 547 nm – 412 326 

nm) generated using the Raleigh-corrected radiance (Lrc), glint-corrected radiance (Lrc-TLg) and water-327 

leaving radiance (Lw) are shown in Figs. 6(a)-(f). The Rayleigh-corrected image clearly shows a long 328 

patch (unsaturated) of sunglint extending from the southern to the northern Arabian Sea, spatially diverse 329 

aerosols in the vicinity of coasts and across the Arabian Sea and highly reflective sediments (bright 330 

features) especially around the Gulf of Kutch on the west of India (Figs. 6(a)-(b)). When the SGC model 331 

is applied to these complex conditions (i.e., the combination of aerosol-induced glint, cloud-induced glint, 332 

and sunglint), its efficiency is particularly deteriorated as the presence of aerosols in the glint affected 333 

area increases the magnitude of radiances significantly. The residual glint radiance can be easily seen in 334 
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the glint-corrected (Lrc – TLg) image produced by the SGC model (Fig. 6(c)). The consequence of the 335 

underestimation of glint is overestimation of the aerosol radiance (La(λ)) and overcorrection of Lw(λ). The 336 

dark patch indicated in Fig. 6(e) exhibits significantly reduced Lw(λ) values (Fig. 7(c)) and this effect can 337 

be seen as an elevated pigment concentration in the Algal Bloom Index (ABI) chlorophyll product 338 

(Shanmugam, 2011) (Fig. 7(d)). The right column (Fig. 6(d)-(f)) shows the corresponding products 339 

generated by the NGC algorithm. It becomes apparent that the NGC algorithm allows removal of glint 340 

effects from this image so well that produces spatially homogeneous features in the glint-corrected image 341 

and physically realistic features in the water-leaving radiance data.  342 

The new Lw(λ) image clearly depicts an extensive field of curvilinear and spiral-like features (red colour 343 

indicative of floating blooms and green colour indicative of in-water blooms) of the N. miliaris blooms 344 

associated with meso-scale eddies in the central Arabian Sea and highly reflective suspended sediments 345 

(yellow colour) along the coastal areas (along the Gujarat coast in the eastern Arabian Sea) (Rakesh 346 

Kumar and Shanmugam, 2014). Clearly, the Lw(λ) spectra in Fig. 7 peak toward the blue region due to 347 

high backscattering and diminish in the NIR due to profound absorption by water itself. Slightly high Lw 348 

values are seen at 678 nm due to the chlorophyll fluorescence which indicate a phytoplankton 349 

concentration larger than the background level usually found in clear waters (Shanmugam et al., 2013; 350 

Shanmugam, 2011; Rakesh Kumar and Shanmugam, 2014). Both the Lw(λ) spectra and chlorophyll 351 

products from the NGC algorithm appear more realistic than those of the SGC model. Another 352 

improvement in the NGC products is its ability to reduce the complex effects of aerosol-induced glint 353 

(indicated by black arrow) and cloud-induced glint (indicated by white arrow) and this effect is 354 

particularly seen in the ABI chlorophyll image (Fig. 7(f)). It is quite clear that there is an over-estimation 355 

of chlorophyll in the SGC derived products (Fig. 7(d)), which is the consequence of over-estimation of 356 

La(λ) due to the enhanced radiances at 748 nm and 869 nm (used in the aerosol correction procedure) 357 

contributed by the glint effects of aerosols and clouds. 358 

Figures 7(g)-(h) show quantitative comparisons of the derived chlorophyll concentration for cases with 359 

and without glint correction (Figs. 7(b), (d) and (f)). It is evident that when glint correction is ignored in 360 

the atmospheric correction procedure, the chlorophyll values are abnormally high (beyond 120 mg m-3) 361 

due to the presence of glint in the data (see Figs. 7(b), (g) and (h)). With glint correction by the SGC 362 

model (along with the default atmospheric correction algorithm), the retrieved chlorophyll values are 363 
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reasonably consistent with those of the NGC algorithm (implemented along with the new aerosol 364 

correction method (Rakesh Kumar and Shanmugam, 2014)) in relatively clear waters. But the 365 

performance of SGC deteriorates when chlorophyll concentration is as high as 80 mg m-3 in bloom waters 366 

(pixels 400-600 on the transect in Figs. 7(b). However, the number of such abnormal retrievals is 367 

drastically reduced and more reasonable chlorophyll data are achieved with the correction of glint 368 

contamination applied using the NGC algorithm. For relatively high chlorophyll values from the glint 369 

pixels (see the filament-like features of dense blooms in the area of strong sunglint in the magnified 370 

chlorophyll image), Lw(λ) are plotted in Fig. 7(e) with convincing spectral shapes and magnitudes for 371 

typical algal blooms. These spectra suggest that accurate retrievals of the water-leaving radiance have 372 

improved the accuracy in chlorophyll retrievals over these glint affected regions. The high chlorophyll 373 

values for the SGC model is due to the overestimation of La(λ) in optically complex waters (Rakesh 374 

Kumar and Shanmugam, 2014), but the estimation is further biased due to the underestimation of the glint 375 

radiance in the glint contaminated regions.  376 

To examine the consistency of the NGC algorithm, both the SGC and NGC algorithms were tested on 377 

many other MODIS-Aqua images from various parts of the world. The sunglint mask was purposely 378 

turned off before applying these algorithms to all glint contaminated regions. Figure 8(a)-(c) display the 379 

Rayleigh-corrected images with different glint patterns ranging from highly concentrated (e.g., 22 380 

February 2013 and 5 March 2013) to wide-spread glints (e.g., 19 February 2013) in the Arabian sea 381 

region. Note that the glint corrected radiance data produced by the SGC model still contain high level of 382 

residual glints surrounding the glint mask and in regions of the concentrated sunglint patterns (Figs. 8(d)-383 

(f)), whereas the glint corrected radiances from the NGC algorithm appear to be much more reasonable 384 

(Figs. 8(j)-(l)). The residual sunglint radiances and glints produced by aerosols and clouds, clearly seen in 385 

Fig. 8(e), likely increase the aerosol radiances to be used in the subsequent atmospheric correction 386 

procedure. The aerosol correction procedures (Gordon and Wang, 1994; Ruddick et al., 2000; 387 

Shanmugam, 2012; Rakesh Kumar and Shanmugam, 2014) use the NIR bands which are the most 388 

affected bands when residual glint radiances come into play (Gordon, 1978). These high radiances in the 389 

NIR region are assumed to be due to aerosols and extrapolated to other visible bands, which ultimately 390 

results in highly erroneous Lw(λ) retrievals in the glint contaminated regions. Consequently, removal of 391 

the glint effects by the SGC model is flawed by over-correction or under-correction of the water-leaving 392 

radiances (Figs. 8(g)-(i)). On the contrary, there are no obvious biases and noises in the water-leaving 393 
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radiances produced by the NGC algorithm (Figs. 8(m)-(o)). The spatial structure of the turbid and bloom 394 

features detected in the new Lw products is consistent with results from a previous study (Shanmugam et 395 

al., 2013). The false colour composite images generated with the Lw products do not show the magnitude 396 

of errors caused by the glint correction procedure. To examine these errors, chlorophyll data were derived 397 

from the ABI algorithm applied to the results of the SGC and NGC algorithms (Fig. 9). Clearly, 398 

chlorophyll retrievals with the SGC model are high for northern Arabian Sea waters (consistent brown 399 

patches depicting an over-estimation of chlorophyll in both low bloom and high bloom waters), because 400 

the derived normalized water-leaving radiances are significantly reduced. The failure of the default 401 

aerosol correction in the SeaDAS processing system can be attributed to the inadequate NIR correction. 402 

Another reason for failure is the constraints for deriving aerosol optical properties whose characteristics 403 

are the most difficult to evaluate because they vary rapidly with time and space (Bailey et al., 2010; 404 

Ruddick et al., 2000; Shanmugam, 2012; Shanmugam et al., 2013; Rakesh Kumar and Shanmugam, 405 

2014; Wang and Shi, 2007). 406 

Since the northern Arabian Sea is surrounded by Thar Desert in the east, the Rub-Al-Khali (Arabian 407 

Desert) in the west and Iranian Desert in the north, the glint effects produced during the transport of these 408 

aerosols are simply ignored by the SGC model leading to overestimating of the chlorophyll concentration. 409 

Similarly, the derived chlorophyll concentration is high for moderate bloom waters affected by the cloud-410 

induced glint (Fig. 9(a)). The effect of residual glint contamination due to sunglint, aerosols and clouds is 411 

already reported to bias the derived aerosol optical thickness high and to overestimate the chlorophyll 412 

(Wang and Bailey, 2001). For clear oceanic waters surrounding the glint mask in the southern part of the 413 

Arabian Sea, the chlorophyll concentration derived with the SGC model is reduced significantly 414 

compared with the results of the NGC algorithm. 415 

To explore the possibility and see the applicability of the NGC algorithm for rescuing the discarded data, 416 

we also extended our analysis to exploit signals observed by MODIS-Terra sensor looking within regions 417 

of the Arabian Sea affected by high glint (not shown for brevity). The MODIS-Terra instrument is 418 

designed to operate over a wide dynamical range to capture low water-leaving radiance and high surface 419 

radiance from land. When examined the performance of the NGC algorithm, it was found that a large 420 

portion of such glint contaminated region is successfully recovered by the NGC algorithm. Thus, it can 421 
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also be applied to similar regions affected by bright sunglint when the requirement of a stable response 422 

over a wide dynamical range for the new generation ocean colour sensors is fulfilled. 423 

 424 
To further examine the efficiency of the present method, it was tested on the MODIS-Aqua imagery from 425 

the North Atlantic region. Figure 10 shows the coastal and offshore regions of Newfoundland with 426 

sunglint contamination. This image contains moderate level of glint (with no pixel saturation in the 427 

MODIS-Aqua bands) making it a good example for assessing the relative performance of SGC and NGC 428 

algorithms. The extent of the glint is clearly visible in both the total radiance and Rayleigh corrected 429 

radiance images (Fig. 10(a) and (b)). Figure 10 (c) and (d) shows the corresponding glint radiance images 430 

provided by SGC and NGC respectively. It can be observed that the SGC algorithm fails to recognize all 431 

the glint contaminated pixels and thus its applicability is restricted to a small region. By contrast, the 432 

NGC algorithm is capable of detecting most of the glint-contaminated pixels in coastal and oceanic 433 

waters around Newfoundland (as clearly identified by bright regions in Fig. 10(b) and (d)). In Fig. 10(e), 434 

it can be observed that SGC tends to have underestimated the glint radiance and the consequence is the 435 

residual radiance visible as bright pixels in the glint corrected image (Lrc–TLg). This underestimation of 436 

glint deteriorates the efficiency of aerosol correction causing very low radiances in the blue wavelengths 437 

(Fig. 10(g), also see Fig. 11(a) and (c) for clear and moderately turbid waters).  As expected, the NGC 438 

algorithm is consistent in terms of removing most of the glints and retrieving accurate water-leaving 439 

radiances in the glint-contaminated regions. Figures 10(f) and (h) do not show any residual glint in the 440 

region contaminated by sunglint, which supports the spatial homogeneity principle adopted for this 441 

method. As a result, the spatial structures of the water features are better captured without any spectral 442 

distortion as shown in Fig. 11(b) and (d). The results generated by the SGC and NGC algorithms appear 443 

to be similar in the glint free regions of open ocean waters and Coccolithophores blooms. However, in the 444 

influence of even glints, the aerosol correction algorithm overestimates the aerosol radiance and hence 445 

results in the low water-leaving radiance (see Fig. 11(g)). These results are the proof of validation 446 

between the SGC and NGC algorithms.  447 

 448 

4.2. Validation of MODIS-Aqua water-leaving radiances with in-situ data 449 

To validate the results obtained by the NGC method and to compare its results with those from the SGC 450 

method, 4 glint contaminated matchups and 35 matchups from other regions are used. Many data showing 451 
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the highest magnitude in the water-leaving radiance signal were collected from the coastal regions. To 452 

examine whether the water signals (high radiance) without glint contamination are corrected for glint, the 453 

in-situ matchups are chosen from the Florida Keys and Bay of Fundy which are dominated by suspended 454 

sediments (Figs. 12(a)-(b)). As expected, the SGC method underestimates the water-leaving radiance data 455 

in both relatively clear waters and turbid waters. The Lw retrievals from the NGC algorithm show close 456 

correspondence to in-situ Lw data (Fig. 12(b)). The mean spectral Lw for these 35 observations is shown in 457 

Figs. 12(c) and (d), with an average high radiance of ≈1.5µWcm-2nm-1sr-1 (in the green region). The clear 458 

underestimation of Lw(λ) by the SGC method is mainly due to the erroneous aerosol estimation (Bailey et 459 

al., 2010; Ruddick et al., 2000; Shanmugam, 2012; Rakesh Kumar and Shanmugam, 2014) over turbid 460 

waters, and an apparent improvement with the NGC output is because of the implementation of a new 461 

aerosol correction algorithm(Rakesh Kumar and Shanmugam, 2014). However, both SGC and NGC 462 

algorithms distinguish suspended sediments and glint properly and hence there is no effect of these 463 

methods on their outputs. Further statistical analyses of these results show noticeably lower RMSE and 464 

MRE values for the NGC algorithm than for the SGC algorithm (Fig. 12(d), Table 2). 465 

 466 

Figures 12(e)-(f) show true colour composite images of MODIS-Aqua showing the Bay of Fundy with 467 

sampling locations affected by the glint effects. These points are present in the low glint region and are 468 

subjected to glint correction by both the glint correction methods. Figure 12(g) shows improvement in the 469 

resulting products from the NGC over the SGC method when related to the in-situ Lw data (also see Table 470 

2). This is obvious with the mean water-leaving spectra shown in Fig. 12(h), where the NGC derived Lw 471 

spectrum is more closer to the in-situ Lw spectrum than the SGC Lw spectrum.  472 

 473 

5. Conclusion 474 

Sunglint correction is an important step in atmospheric correction of satellite ocean colour imagery which 475 

minimizes or removes the sunglint effects to derive more accurate water-leaving radiances. The effects of 476 

other glint effects produced by intense aerosols and clouds are also significant especially in low- and mid-477 

latitude regions. Existing models are largely dependent on ancillary data (e.g., sea-surface wind speed and 478 

direction, solar and viewing geometries, and aerosol optical thickness) which are either unavailable for 479 

every satellite overpass or insufficient for accurate glint correction. Further if the ancillary data such as 480 
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wind speed and direction and solar and sensor geometry are not synchronized with each other, it would 481 

often lead to the incorrect approximation of sea surface slope and hence inaccurate and erroneous ocean 482 

colour products required for further analyses. Regardless of these drawbacks, there are also obvious 483 

problems with these methods ignoring other glint contributing elements in the imagery. 484 

 485 

To overcome these problems, a new algorithm for sunglint correction (NGC) has been developed and 486 

implemented in the SeaDAS processing system along with a recent aerosol correction method (Rakesh 487 

Kumar and Shanmugam, 2014). The NGC algorithm is novel because it entirely depends on the satellite-488 

derived product (Lrc) alone, thereby enabling accurate removal of the sunglint effects in satellite derived 489 

ocean colour data. Its effectiveness is also apparent in regions affected by other glint effects produced by 490 

intense aerosols and clouds (Fig. 13c and d). The NGC algorithm has a provision to estimate the intensity 491 

and extent of glint in each pixel iteratively which helps to avoid an over-estimation of glint caused by a 492 

one-step process. Another feature is the magnitude of glint portion calculated in each iteration and 493 

deducted from the Lrc that decreases exponentially in each iteration. This enables the accuracy of glint 494 

radiances estimated by the NGC algorithm for the successive iteration. When the chlorophyll 495 

concentration increases, algal blooms begin to occur in the water column that tends to suppress the 496 

specular reflection of light at the surface. For waters with floating blooms, a large fraction of pixel does 497 

not produce specular reflection leading to significantly low glint values. Thus, the glint signal of these 498 

pixels depends upon the glint fraction and intensity and spatial extent of blooms. The treatment of such 499 

pixels is successfully achieved by the NGC algorithm and the resulting water-leaving radiance values are 500 

thus reliable for further interpretation and analyses (Fig. 13c).     501 

 502 

The performance of NGC algorithm when tested on several MODIS-Aqua images acquired over Arabian 503 

Sea waters in the presence of sunglint and complex aerosols and clouds is exceptionally good. 504 

Comparison of the water-leaving radiances and chlorophyll products generated with and without glint 505 

correction demonstrates the necessity of glint correction by the NGC algorithm. Further validation 506 

conducted based on the concurrent in-situ and MODIS-Aqua data confirms that the NGC algorithm yields 507 

significantly low errors when compared to the SGC model. The later model often leads to significantly 508 

reduced Lw values and increased chlorophyll concentrations in the glint-contaminated regions. The 509 

accuracy of ocean colour products obtained from this model is also deteriorated in other regions affected 510 
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by glints due to aerosols and clouds. By contrast, the NGC algorithm minimizes all these complex glint 511 

effects and delivers accurate ocean colour products as desired by the research community. The main 512 

advantage of this algorithm is its robustness in terms of correcting the sunglint and other glint effects 513 

effectively and producing reliable ocean colour products. The approach described here will expedite the 514 

routine adaptation of this algorithm for improving satellite derived ocean biological and ocean optical 515 

products, e.g., chlorophyll concentration, suspended sediment concentration, the diffuse attenuation 516 

coefficient, and ocean inherent optical property data. 517 
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Table 1. awN
a and Lgf values for glint correction. aFrom Pope and Fry (1997), extrapolated to NIR bands 

 

 
Wavelength 

(nm) 
awN Lgf 

412 0.0310 1.3349 
443 0.0468 1.5756 
488 0.0940 2.0042 
531 0.4418 2.5224 
547 0.5952 2.7477 
667 3.2599 5.2200 
678 3.6052 5.5363 
748 6.3206 8.0499 
869 13.948 15.374 

 
 
 
 
Table 2. Error statistics on Lw produced by the SGC and NGC algorithms with glint and without 
glint conditions. 

 
Without or with low glint 

(n=35) With Glint (n=4) 
Root Mean 

Square Error 
Mean Relative 

Error 
Root Mean 

Square Error 
Mean Relative 

Error 
Wavelength 
  

(nm) SGC NGC SGC NGC SGC NGC SGC NGC 
412 0.564 0.443 -0.598 -0.26 0.429 0.289 -0.712 -0.311 
443 0.688 0.603 -0.495 -0.327 0.393 0.291 -0.538 -0.389 
488 0.969 0.89 -0.45 -0.344 0.383 0.281 -0.451 -0.345 
531 0.866 0.797 -0.395 -0.277 0.298 0.174 -0.389 -0.194 
547 0.952 0.886 -0.399 -0.286 0.332 0.184 -0.397 -0.212 
667 0.223 0.233 -0.418 -0.297 0.057 0.028 -0.387 -0.147 
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Figure 1. Schematic flow diagram depicting the new glint correction algorithm. 
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Figure 2. (a) MODIS-Aqua Rayleigh corrected image at 2130nm with a sunglint patch. (b) Determination 
of high glint (red) region, moderate/minimal glint (white) and no glint (blue) with respect to radiance 
level at Lrc(2130nm). (c) Scatter plots showing the relationship between Lrc(2130nm) and Lrc(667nm). (d) 
Regression showing the relation between gr and Lrc(2130nm).  
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Figure 3. (a and b) The scatter plots showing the relationship between Lrc(547nm), 
Lrc(667nm) and Lrc(2130nm). (c)The change in the value of glint ratio (gr) after successive 
iterations. 
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Figure 4. (a) The transect showing the location of pixels in the Rayleigh corrected image 
(412nm) of MODIS-Aqua (A2004026202500). (b-j) Saturation in different bands of 
MODIS-Aqua due to glint contamination.  
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Figure 5. (a) The Rayleigh-corrected image (667nm) from MODIS-Aqua acquired over 
the Arabian Sea (b-c) the glint spectra produced by the SGC model (SeaDAS glint 
correction) and NGC algorithm (New glint correction) for pixels within the box (a). (d-e) 
The radiance spectra generated for the defined transect (a). 
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Figure 6. The false colour composite images (R-G-B = 748nm-547nm-412nm) generated 
with the Rayleigh-corrected radiances (a and b), glint-corrected radiances (c and d) and 
water-leaving radiances (e and f) from the default model (left column) and NGC algorithm 
(right column). 
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Figure 7. The water-leaving radiance spectra (for the defined transect) (a, c and e) and the 
ABI chlorophyll images (b, d and f) derived from the MODIS-Aqua with and without glint 
correction by the SGC model (SeaDAS glint correction) and NGC algorithm (New glint 
correction). (g and h) Transect and histogram comparisons of the chlorophyll 
concentration obtained with the SGC and NGC algorithms and without glint correction. 
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Figure 8. The false colour composite images (R-G-B = 748nm-547nm-412nm) generated 
with the Rayleigh-corrected radiances (a-c), glint-corrected radiances (d-f and j-l) and 
water-leaving radiances (g-i and m-o) from the SGC and NGC algorithms. 
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Figure 9. Comparison of the chlorophyll concentration images derived from the ABI 
algorithm using the SGC and NGC products. 
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Figure 10. MODIS-Aqua image of the North Atlantic Ocean near the coast of Newfoundland on 
12 July 2012 (A2012193163000). (a) True colour image of the total TOA radiance. (b-h) False 
colour composite (R-G-B=748nm-547nm-412nm) of (b) Rayleigh-Corrected Radiance (Lrc) (c 
and d) Glint Radiances computed using SGC and NGC. (e and f) Glint corrected images (Lrc – 
TLg) from the SGC and NGC methods. (g and h) Water-leaving radiance (Lw) images from the 
SGC and NGC methods. 
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Figure 11. Spectral plots of the water-leaving radiances generated from the SGC and NGC 
algorithms for various features marked by arrows in Fig. 10(h). 
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Figure 12. (a) and (b) Validation of SGC and NGC algorithm products with the in-situ and 
MODIS-matchups. (c) Mean radiance plot of 35 observations used in the validation, (d) 
Error plot for the SGC and NGC algorithm. (e)-(f) True colour MODIS-Aqua images 
showing the sunglints and locations of in-situ sampling points in coastal regions off Maine 
(in the left side image cloud shadow hinders the visualization of glints). (g) Validation plot 
for the 4 glint contaminated pixels for the SGC and NGC algorithm. (h) Mean radiance 
plot for the SGC and NGC algorithms. 
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Figure 13. (a) MODIS-Aqua Rayleigh corrected image (at 412nm) from the Arabian Sea on 18 February 
2010. (b) The corresponding glint radiance image from the NGC algorithm. (c) The water-leaving 
radiance after glint correction (by the NGC algorithm) and aerosol correction (by Rakesh Kumar & 
Shanmugam, 2014). 


