Ocean Sci., 7, 730, 2011 A ]
Www.ocean-sci.net/7/75/2011/ <€5’ Ocean Science

doi:10.5194/0s-7-75-2011
© Author(s) 2011. CC Attribution 3.0 License.

Assessment of the three dimensional temperature and salinity
observational networks in the Baltic Sea and North Sea

W. Fu, J. L. Hayer, and J. She
Center for Ocean and Ice (COIl), Danish Meteorological Institute (DMI), Denmark

Received: 16 August 2010 — Published in Ocean Sci. Discuss.: 1 September 2010
Revised: 6 December 2010 — Accepted: 5 January 2011 — Published: 28 January 2011

Abstract. The spatial averaged correlations are presented irvertical, the two indicators show smaller values from 50 m to
1.5° x 1.5 bins for the North and Baltic Sea region. The av- 125m in this region, indicating the need for more observa-
eraged correlations are computed based on the proxy ocedions.

data generated by the operational forecast model of Danish
Meteorology Institute (DMI). It is shown that the spatial dis-
tribution of the averaged correlations could reflect the overally
influence of the local atmospheric forcing, complex topogra-

phy, coastlines, boundary and bottom effect, etc. ComparThe ocean observational networks provide us with the most
isons with the satellite SST data demonstrate that the proxyeliable knowledge about realistic ocean states. Such infor-
ocean data reproduce realistic results at the surface. Basqﬁation a|30 p|ays an essentia' r0|e in the ocean forecast Sys_
on the spatial bin-averaged correlations, a general correlaem. However, the quality of the observation is largely af-
tion model is assumed to approximate the spatial and tempofected by two components: the data quality assurance and
ral correlation structure. Parameters of the correlation modethe sampling scheme. In particular, the total information con-
are obtained on the standard Levitus levels. It is found tha&ent depends main|y on the Samp"ng of an observational net-
the correlation model is not the typical Guaussian-type funcyork. A suitably designed observational network will pro-
tion. For instance, the exponents of the correlation modeljige insights into the specific oceanic phenomena while an
vary in the longitudinal direction from 0.75 at the surface 1o jj|-designed network will not be cost-effective. Over the past
1.33 at the depth of 250 m for temperature. For salinity, thegecade, available oceanic observations have increased enor-
temporal correlation can be approximated with an exponenmously from different instruments such as the XBT, CTD,
tial function. Satellite, Argo, moored station. It should be noted that the
Two complementary quality-indicators, effective coverage design of an observational network requires some existing
rate and “explained” variance, are defined based on the correknowledge, which in turn relies on the observations (maybe
lation models obtained above. The two indicators are able tdrom another network). Therefore, it is a two-way and recip-
identify the “influence area” of the information content in a rocal problem. In order to get a better design, it is clear that
given observation network and the relative importance of ob-objective assessments of existing observational networks are
servations at different locations. By these indicators, the 3-Dcritically necessary. As a result, the observational network
temperature and salinity observational networks are assessegsessment has become a hot topic over decades (Mcintosh,
in the Baltic Sea and North Sea for the period 2004—2006.1987; Barth and Wunsch, 1990; She, 1996; Kelly, 1997; Kuo
It is found that the surface level is more effectively coveredet al., 1998; Hackert et al., 1998; Bishop et al., 2001; Hirschi
than the deep waters with existing networks. In addition, theet al., 2003; Schiller et al., 2004; Oke and Schiller, 2007).
Belt Sea and the Baltic Proper also show good coverage for The Baltic Sea and North Sea are two adjacent marginal
both temperature and salinity. However, more observationseas connected through the Danish transition water. The wa-
are required in the Norwegian Trench and Kattegat. In theter passage in the Danish Transition water is largely ham-
pered by the shallow sills and channels as well as the hy-
drodynamic constraints such as fronts and mixings. The
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context of some observing experiments like the BALTEX error covariance is not possible. Optimal observational net-
(the Baltic Sea Experiment) (Raschke et al., 2001) and thavork design with the ensemble-based method consider the
Baltic Sea Patchiness Experiment, PEX (ICES, 1989, 1992problem of “targeted observations” or adaptive sampling,
1994). In recent years, there are also some on-going opemimed at improving the model's forecasts at a given time
ational modeling activities (Buch et al., 2006) that benefit (Langland, 2005; Kharne and Anderson, 2006; Lenkif
from these observational networks. However, most of theet al., 2009). However, these methods are also subject to
observational networks, as they are, are based on ad hoc d#ie problems in computational cost. At the same time, the
signs and deployed for national interests in this region. Itgeneration of the ensemble poses another formidable prob-
can be expected that this is probably not sufficient and efdem. Apart from the above methods, a number of quantita-
ficient to support the operational ocean forecasting systentive methods with different indicators have also been used
in the Baltic and North Sea. Meanwhile, the lack of obser-to do the assessment of the observational networks, e.g., ef-
vations is still a heavy hindrance for the progress of oper-fective coverage (She, 1996), noise-signal ratio (Smith and
ational forecasting systems at present. During several EWeyers, 1996), sampling error (She and Nakamoto, 1996).
projects like the ODON (Optimal Design of Observational These methods are computationally efficient and the results
Networks), PAPA (Programme for a Baltic network to as- are independent of the model and data assimilation schemes.
sess and upgrade an oPerational observing and forecAstinghe disadvantage of these methods is that the role of the
system), meta data and historical temperature and salinitphysical model’s constraints is excluded. Two indicators, the
data were collected for the period from 2004 to 2006. In effective coverage and the explained variance are used in this
this period, relatively complete observations are provided instudy for the assessments. The effective coverage (She et al.,
the Baltic Sea and North Sea. These data also make it pra007) can identify the gaps and effectively covered area by
tically feasible to perform an objective assessment in the 34 given observational network and provide a clear image of
dimenstional space. its performance. On the other side, the “explained variance”
The assessment of observational networks serves as leelps to detect the relative importance of the observational
benchmark for further design and can be addressed in difnetworks by their ability in reconstructing the time series for
ferent ways. In practice, the statistical and dynamical meth-a given position. Moreover, this method is computationally
ods are very popular. With regard to the dynamic methodsgfficient compared with the OSE/OSSEs. The statistics are
Observing System Experiment (OSE) and Observing Sysobtained from the daily output generated by a regional op-
tem Simulation Experiments (OSSESs) have been widely use@rational forecast model, i.e., the data are regarded as the
in the assessment and design of ocean observing systenigroxy ocean data”. The rationale is threefold: first of all, it
(MclIntosh, 1987; Hackert et al., 1998; Hirschi et al., 2003; has spatial and temporal coverage that can not be reached in
Oke and Schiler, 2007; Sakov and Oke, 2008). The advanebservations at present; secondly, it may be the only feasible
tage of OSEsS/OSSEs lies in that model dynamics are usediay due to lack of observation particularly at deep layers;
in reconstructing the ocean state together with the observafinally, the continuous developments of the complex models
tions, which reduces the data requirements from the observaallow a better representation of model physics and variability.
tional networks. However, two disadvantages exist with the This paper is outlined as follows. We describe the rele-
OSESs/OSSEs: firstly, the experiments with complex modelsvant data used in this study in Sect. 2. The involved data
are very time consuming and computationally costly; sec-include the meta data to be assessed, the proxy ocean data
ondly, modeling and assimilation methods may have largeand the satellite data for comparison. We present the charac-
impacts on the OSEsS/OSSES, which means that one materistic scale analysis generated from the proxy ocean data in
get different assessment results by using different combinaSect. 3. The definition of the effective coverage is given in
tion of models and assimilation schemes for a given obserSect. 4 together with the assessment of the existing observa-
vational network. For instance, Fu et al. (2009) assimilatedtional network. In Sect. 5, results obtained by the explained
the sea level data with both 3DVAR and EnOl in a tropi- variance are given in a similar way. Finally, the concluding
cal Pacific model. Both schemes lead to reduced root mearemarks are presented in Sect. 6.
square errors (RMSE), but their effects exhibit clear differ-
ence in some areas. Though the assimilated data is the same,
the resulting improvements and their spatial distribution have? Data
discrepancies due to the different configurations of the two
methods. In this section, the different kinds of data are briefly de-
In addition to the OSEsS/OSSES, some ensemble-basescribed. The meta data is used to represent the existing
methods are also used in the last few years to assess and dadservational temperature and salinity networks, which in-
sign observational network (e.g., Bishop et al., 2001). Theselude the sampling location, frequency and the platform in-
methods are based on ensemble square root filter theory (Tiformation. We assume that these observations are all that can
pett et al., 2003). One advantage is its ability in handlingbe obtained during the given period. Meanwhile, the proxy
large systems when explicit manipulation of the backgroundocean data is regarded as the best surrogate of the “real ocean
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state” because they are produced by combining the state-o
the-art model and some observations. The characteristic pe
rameters, which are utilized during the assessment, are bast_, |
on the proxy ocean data. Besides, we also use some satellit:
data to verify the results of the proxy ocean data.

2.1 Meta data
57°N
Meta data and historical data of temperature and salinity ob
servational networks are collected in the Baltic and North
Sea for a given 3 year period (2004-2006). The obser-54N
vations are from different platforms, including CTD, VOS, '
XBT, moored array, ARGO float, glider and observing sta- *™
tion. In the Baltic Sea and North Sea, Danish Meteorological
Institute (DMI) had established a meta dataset during the EL
ODON and PAPA project, which will be used in this study.
Main groups of meta data are shown in Fig. 1 for temperature (b)
and salinity. Most of the observations are from buoys and re-
search vessels. A large amount of CTD stations are founc®™
in the Baltic Sea and the Danish transition waters. It should
be noted that the meta dataset is not complete in a wide areeon
of the North Sea. This factor should be taken into account
in the assessment results. In general, the numbers of san_,
pling locations for CTD, moored buoy and station are 808,
72 and 114, respectively. The Baltic Sea and the North Se:i
are treated as a whole but our focus is placed on the Baltic*™_
Sea where the meta dataset is relatively complete. :

51°N

2.2 Proxy ocean data

0° 6°E 12°E 18%E 24°E 30°E

The proxy ocean data in the Baltic Sea and North Sea cover
the area 4831'30'-65°5230" N, 4 730 W—3(°17'30" E on Fig. 1. Spatial distribution of the meta data for temperat@eand
aregular 3by 5 grid (approximately 3 by 3 nautical miles). salinity (b) measurements during 20_04—2006 in the Ba_ltic Sea and
The temporal coverage is three years from 2004 to 2006 at orth Seg. The CTDs are marked in red dot, the station ob;erva-
hourly intervals. It has been generated from a specific run o 'r?: Z ;L_eclgrf ;Ze ;nddtghiglgﬁ]keti?; due;? geiftrt'ﬁ ebggé';vlzsnss'zes of
Danish Meteorological Institute (DMI)'s BSHcmod. A lower P a Y '
resolution model run was first initialized on 15 June 2000
from climatological salinity and temperature and run till 22
December 2003, at which date salinity and temperature wer&arotropic surge model provides surge boundary conditions
interpolated to the finer resolution model grid. The satellitet0 @ 3-D North Sea-Baltic Sea model which is dynamically
SST data are assimilated by a reduced ensemble Kalman Fifwo-way nested (Berg, 2003; Barth et al., 2005) to a 3-D
ter (Larsen et al., 2007). The proxy data was then extractednodel (on a regularby 1.6 grid) for the narrow transition
from a hindcast run for the three years period 2004—2006 andvaters in the Danish straits, covering Kattegat from Skagen
transformed into the standard Levitus level in the vertical di- at North and Arkona Basin to the island Bornholm at East.
rection. There are 14 vertical levels at the standard depths at An extended classical k-omega turbulence model (Wilcox,
0, 10, 20, 30, 50, 75, 100, 125, 150, 200, 250, 300, 400 and 988) for buoyancy affected geophysical flows (Umlauf et
500 m. The spline interpolation is used in the transformational., 2003) are used but with a new set of coefficients devel-
from the model levels to Levitus levels. oped at DMI to obtain consistency. Different algebraic sta-
DMI BSHcmod is a hydrostatic, free surface model and bility functions are applied to the vertical diffusivities of mo-
two-way dynamically nested model, which was originally mentum, heat and salt (Canuto et al., 2002). To account for
developed as BSHcmod at Bundesamt fur Seeschifffahrt undhort wave radiation into the subsurface layers, a proper pa-
Hydrographie (BSH) (Kleine, 1994). The BSHcmod has rameterization of penetrating insolation suited for the Baltic
been running operationally at BSH since 1994 (Dick et al.,Sea area was implemented (Meier, 2001). At the surface
2001) and at DMI since 2001. Three domains are ap-the model is forced by hourly meteorological forcing (10 m
plied in the present model setup: a 2-D North-East Atlanticwinds, 2 m air temperature, mean sea level pressure, relative
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humidity and cloud cover) based on DMI’s operational nu-
merical weather prediction (NWP) model DMI-HIRLAM. : ;
Along the North Sea and the English Channel boundaries, ™[~
the model is forced by tides from satellite altimetry obser-
vations and surges from the North-east Atlantic barotropic
surge model. At the open lateral boundaries the climatologi- s»~fF2
cal temperature and salinity fields are used for a sponge layer -
54°N

B80°N - R

2.3 Satellite SST data

The satellite SST data used in this study are merged produc
with observations obtained from up to 10 different satellites
such as AVHRR, NOAA, Modis AMSR-E and so on. Only .
nighttime SST observations are used for the interpolation be-
cause these are more representative of the temperature int . | _#:
upper meters of the water column. Gaps in the observation:
due to clouds are filled using a 3-dimensional Optimal In- s»=nf
terpolation technique (Hgyer and She, 2007). The interpo- :
lation scheme uses statistics, which are derived locally anc“nN
provides the “best possible” estimate of the SST observa- .,
tions, assuming steady state statistics. The mean error of th
gridded SSTs is about 0.5-0C. The SST data covers the
domain from 3W to 3C° E and from 47N to 67° N. The
spatial and temporal resolution is about 3.3kr8.3kmx 1
day.

08

o8]
07

. 0.6
3 Proxy ocean analysis

05

04

In this section, the statistical analysis is performed. The )
importance of removing the annual and semi-annual cycles
from the temperature is demonstrated. The spatial corre-sengZ
lations averaged in small bins are also obtained across th | gf
model domain. The features revealed by the bin-averageu e%e 2% 8% 24% 308
correlations are described. After that, the correlation models

are determined on standard Levitus levels and some param
ters are derived for the use in the assessment.

o

0.3
02

(o]

ig. 2. The standard deviation of SST in the North Sea and Baltic
sea(a) before and(b) after the removal of the annual and semi-
annual harmonics. The contour interval is 9 (c) gives the per-
centage of the total variances accounted by the annual and semi-

3.1 Annual and semiannual harmonics annual harmonics, the contour interval is 0.1.

In the Baltic Sea and North Sea, there is spatial and tem-

poral variability in a wide spectral range, from seasonal toSea is characterized by large annual and semiannual cycles
decadal. Investigations on the sea level (Plag and Tsimand the maximum standard deviation reaches up°®.8n

plis, 1999; Chen and Omstedt, 2005) show that strong semithe north part of the North Sea, the standard deviation is rela-
annual and annual cycles exist due to the zonal wind and vortively small, but still large than 3C. After the removal of the
ticity. In addition, changes in the wind and sea level leads toannual and semi-annual cycles, however, the amplitudes are
changes in the current. For example, the Norwegian Coastaleduced to about 1-°Z in many parts of the Baltic Sea and
Current has a pronounced annual cycle with a substantial inNorth Sea. The ratio shows that the annual and semi-annual
crease during summer. For the 3-years proxy ocean data, weignals account for about 3/4 of the total variance for SST
also find that there exist strong signals of annual and semifield. This clearly demonstrates that these harmonics play a
annual cycles for the temperature field. Figure 2 presents thdominant role in this region. Moreover, the spatial and tem-
standard deviations of SST from the original data, the datgporal scales of the annual and semi-annual harmonics are on
with the annual and semi-annual harmonics removed and théhe order of hundreds of kilometers and several months, and
ratio of the total variance accounted for by these harmon-+these signals can be resolved by the ocean model and the ex-
ics. For the original data, the temporal variations are veryisting observational networks. Consequently, these harmon-
strong in both the Baltic Sea and the North Sea.The Balticics must be removed to ensure robust statistical analysis that
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retains signals at other scales. Similar to that of the SST
Fig. 3 presents the standard deviations of the temperatur ‘
at the depth of 75m. Compared with the result from the s~
SST, one noticeable difference is that the annual and semi 7
annual variations are less strong, only accounting for abou **™ .~~~
30 percent of the total variance. This can be expected be e
cause the impact of the atmospheric forcing at the surface

at this depth are less affected by the synoptic processes ¢
the atmosphere. Regarding the salinity field, the annual an(®*N}
semiannual harmonics are not removed because they hay
only small effect on the total variance (figure not shown).
In this study, the major focus is placed on the anomalies of ‘
temperature field. In practice, we firstly fit the annual and ssnf- 4o
semiannual harmonics to the time series at each model gri ‘
point. The time series of the annual and semi-annual cycle:so®wp ¥
are then reconstructed. After that, the reconstructed time se 2
ries are subtracted from the original one and the anomalie: STNE
are thus derived in this way.

3.2 Bin-averaged correlations

The average depth of the Baltic is about 54 m. The southerr
part of the North Sea is also shallow, being mostly less thar
50 m deep. The water masses and flows in the Baltic Sea an ;
North Sea are largely influenced by the complex topography N[~
coastal lines, bathmetry and even the bottom in the shallow
water. The correlations between a point and its surrounding
points can reflect the very local features, the total effect of
the local current advection, bathymetry, coastlines, etc. Tc orN _ - ; 02
present a general picture of the local correlations, we choos o LG S B i o : 04
to calculate the averaged correlations in small bins definec - -
according to their geographic positions. One advantage 0 5wy
this treatment is to reduce the computational cost. In addi- [ 2
tion, it permits a visible image of the flow-dependent features 6°E 12°E 18°E 24°E
across different bins. In this study, the bin size is empirically
set to be about 195x 1.5° in the longitudinal and latitudi-
nal direction. For each point inside a given bin, we calculate
the correlations with its neighboring points when the lags are

less thant120 km in both directions. Two factors are consid- The distribution of the averaged correlations for tempera-

ered in selecting the bin size. Firstly, the bin size is chosen, e at surface. 30 m and 75m are presented in Fig. 4. The
as a compromise between computational cost and physica}, e |ayers could be representative of the surface and inter-
interpretation. The computational cost will increase greatly ,adiate water. In order to give a concise description, we

if the bin size is too small. Second, some previous calculaere define the part of a bin where the averaged correlation
tions using satellite SST (Hoyer and She, 2007) reveals thag greater than 0.7 as the “High Correlation Area” (HCA).

spatial scales are on the order of hundred kilometers in 10N 5 the SST. we can find that there are remarkable differ-
gitude and latitude. For the points near the boundaries, only.ces in different bins for the averaged correlations. Large

points in water are included. Then, the correlation coeffi- ., reations are shown in the Baltic Sea and the central North
cients between a pair of points are averaged if the pairs havga, \where the HCAs almost occupy the whole bin. This im-

the same lags in a given bin. Finally, the averaged correlayies the characteristic correlation scales are large in these re-
gions. However, correlations decline rapidly in the area close

50°N

Fig. 3. Similar to Fig. 2, but at the depth of 75m.

tions with increasing distance are displayed accordingly in

each bin, where the central point denotes pairs without Spag, the Norwegian Trench, the English Channel and the Gulf
tial lags (the correlation of a point with itself is 1.0). By def- ¢ Finjand. In these areas, the correlations are largely mod-

inition, the correlations tend to decline from the center point |ateq by the coastline and the topography. In the English
outwards in every spatial bin. Channel and the Skagerrak, the rotation of the axis of the
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SEEES “boundary effect”. That means model’s open boundary con-
e |- ditions tend to increase the averaged correlations. This is
N 0 O 0 e e i i I especially clear for SST near the open boundary areas in the
S EREE ' Pir jEepar ﬁ ar North Sea. The “bottom effect” should also be noted in ana-
NS ; g il lyzing the results in subsurface waters. The correlation calcu-
N 84 prigs Skl SRR lation will be stopped when a grid becomes land. This means
: A that a subsurface bin may be smaller thast X 1.5°, which
may give a high bin-averaged correlation. On the other hand,
the “bottom effect” would decrease the averaged correlation.
The HCAs in the subsurface waters will be affected by all
these factors. The correlations and the axis rotation could
also contribute to the data assimilation studies in this region
with complex topography.

Figure 5 presents the spatially averaged correlations calcu-
lated from the satellite SST data and the differences of total
mean correlation in each bin for both the proxy and satellite
SST data. Compared with the satellite data, the proxy ocean
data reproduce quite realistic results in the Baltic Sea where
most of the HCAs and their axis tilts agree well with those
of the satellite data. This can also be identified from the total
mean of correlations in each bin in Fig. 5b. The differences
of mean correlations are small in this region. Discrepancies
between the satellite and proxy ocean data may arise from
the errors on the satellite observations. The white noise part
of the satellite observational errors will result in lower satel-

v i . lite correlations for very small spatial lags, compared to the
N S D A model derived correlations. In addition, the errors related to
I 1 A T 8 o A atmospheric effects have very large scales and will enhance
the satellite correlations for very large lags. An indication of
these effects can be seen in Fig. 5c.

Fig. 4. Contours of the spatial bin-averaged correlations.§7 k _The results are comparable with the observatlons n re-
1.5° bins calculated from the proxy ocean datd@tsurface,(b) gions near the Kattegat and the Inner Danish water. Particu-
30m and(c) 75 m for temperature. larly, both data produce that the axis of the averaged correla-
tion is somehow rotated along the Norwegian Coastal Cur-
rent region. For the North Sea, the results from the two
datasets show some differences. Near the boundary areas

HCAs corresponds well with the current system. For €Xam-(gnglish Channel and the northern boundary of the model),
ple, the Channel water flows northwestward along the coastye cas are much bigger than in the satellite observation.

line, merging with the Continental coastal water and the Jutrp;s is primarily due to the restoring boundary conditions
land coastal water (Turrell, 1992). The water further flows 5. employed in the model as discussed above. Neverthe-
northward to the Skagerrak. This feature can be clearly ide”Tess, the rotation of the axis has good agreement with those

tified from the HCAs in different bins. Meanwhile, the rota- ¢ the satellite data in many bins of these areas. For the loca-
tion of the axis of the HCAs in the Baltic Sea also has goodijgn, (5.3 E, 59 N), the correlations with varying lags are

agreement with the local water flows. Different from the sur- compared in the meridional and zonal directions. It can be

face, the HCAs at the depth of 30 m show a general declingqnq that the trend is close to each other. The correlations
tendency almost in the whole model domain. Still, the cor- 44 not reflect the expected residual flow pattern in some re-
relations from the English Channel to the coastal region exions Jike e.g. the Gulf of Finland where the residual flow is
hibit the similar flow-steered features as the surface. Theyast.west, whereas the correlations are more north-south ori-
HCAs are large in the central North Sea, but quite smallergnieq. The north-south correlation pattern is found both in
elsewhere. This is partly due to the reduced effect of theyg gatellite and proxy data and may reflect that we are only
atmospheric forcing with depth. At the depth of 75m, how- |oking at fluctuations around a mean. If a residual flow is
ever, the HCAs show no general decrease compared 10 thgst associated with temperature variations, we will not see
30m depth. any correlations.

Two factors should be taken into account to understand the The averaged correlations in each bin for salinity are also
distribution of HCAs at different level. One is the model’s calculated based on the same definition as the temperature.
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Fig. 5. (a)Contours of the spatial averaged correlations.5? X 1.5° bins calculated from the satellite Sb) differences of the total mean
correlations for each bin between the proxy ocean and satellite data, size of the circles denotes magnitude of the differences, ranging from
0.01 to about 0.35(c) the comparison of the correlations with meridional and zonal lags at1&35% N) from the proxy ocean data (red

line) and the satellite data (black line).

Results at surface, 30 m and 75m are shown in Fig. 6. Theenance of the vertical stratification. For surface salinity, it
surface layer of the Baltic Sea is occupied by the low salinecan be easily seen that the HCAs are much smaller compared
water due to the river runoff and surplus precipitation. The with those of the temperature at the same level. Large HCAs
source of salt in the Baltic Sea is the inflows of saline waterappear in the Danish transition water and the area near the
through the Danish Sounds, which are essential for the mainEnglish Channel. The axis of the HCAs can be explained
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3.3 Correlation models

Choice of the correlation function is of great importance.
An ideal correlation function should be representative of the
i flow-steered feature revealed in different bins given above.
Pl | Traditionally, the forecast error covariance in data assimi-
= lation is assumed to be homogeneous, isotropic, and sta-
B e tionary (Bartello and Mitchell, 1992; Daley, 1993; Chen
and Wang, 1999). Such assumptions are suggested to be
invalid for the coastal ocean environment especially where
there is very complex topography. The averaged correlations
in the above figures clearly show that the correlation dis-
tribution is strongly influenced by the local coastline, bath-
metry and topography. In the meridional and zonal direc-
tions, particularly in the Baltic Proper, Gulf of Finland and
in the Norwegian Trench, the correlation axes of SST tend
to be strongly rotated. That means such correlations are not
isotropic. Therefore, the correlation changes can be fit into
a uniform explicit function. The definition of the correlation
model is critical for our assessment because it is the founda-
tion to define the criteria for the assessments. On the other
side, the correlation model is beneficial to the applications
of the assimilation schemes such as 3DVAR and Optimum
Interpolation (Ol) where the forecast error covariance is usu-
ally approximated by an isotropic Gaussian-type function.

In this study, we choose to represent the spatial covari-
ance with a covariance model defined in the longitudinal,
latitudinal and temporal directions. Thus, we can only re-
produce correlations where the major axis of the correlations
is aligned with the x or y axis, the axis-rotation effect is ex-
cluded. In the ideal case, the spatial and temporal correla-
Fig. 6. Contours of the spatial averaged correlations.6? ¥ 1.5°  iong could be estimated from the observed anomalies in ev-
bins calculated from the proxy ocean datgajtsurface,(b) 30m oy grid point. For practical applications, however, a corre-
and(c) 75 m for salinity. lation model is often fitted to the empirical correlation es-
timates within a small domain. Several covariance models
have been used in oceanography and meteorology (see e.g.

similarly by the local currents as discussed above. For salin- " ) .
ity, the HCAs show more pronounced flow-steered features' "€Paux and Pedder, 1987; Leeuwenburgh, 2001). In this

in the model domain. At 30 m, the bin-averaged correlationsP2PE" the correlation model is generally assumed to be in
show a similar distribution as those at surface. In some areal€ form of

such as the English Channel and the_Bo_thnian Bay, the HCAS, (Ax, Ay, Ar) = o~ aDX —bAYP —cAY (1)

are larger. In the Botahnian Bay, similarities between surface o o

and 30 m can partly be accounted for by the weak stratificavhere Ax, Ay and Az are the longitudinal, meridional and
tion. Similar features can be seen at the depth of 75 m in mostemporal lags, respectively.a(b, c) are parameters to be
parts of the North Sea. It is noted that the HCAs are large indétermined. In addition, we assume that the parameters can
many parts Of the Ba'“c Sea SUCh as the Ba|t|c Proper an@e Sepal‘ately determ|ned fOI‘ the |at|tud|na|, |0ng|tud|nal a.nd
Bothnian Sea. One reason is that the saline water from Katlemporal correlations. The spatial correlation parameters are
tegat can reside for a |Ong t|me in the deep |ayers Of thes@etermined from a" the empil’ical Corre|ati0nS Ca|CU|ated in
regions. In addition, the “bottom effect” in the calculation the 15°x1.5° bins. The best temporal model is obtained
can also contribute. It is also interesting to see the axes oPY calculating the autocorrelation of the time series in ev-
the HCAs remain the same direction in many bins at differ- €y grid point. The lagged correlations in space and time

ent depths. This reflects that currents in the semi-closed se@® calculated where more than 50 pairs are available. These
are largely steered by the topography. minimum numbers are selected to ensure a robust outcome.

For each level, the empirical correlations are averaged for the
whole domain to obtain the coefficients, (8, ) while coef-
ficients @, b, ¢) are considered as locally dependent values.

s |-

‘

B i
>

SRS ARReE 2 O O

R IR NN I o b S

s O Nt BRI G

“
[ 5 0 R R 2N T NN RS A

e
e

o
NN Y

O S s S IRV Y DRI B

8 {/b
ez o R

i
:&Y‘i G t-ylﬂ:

‘w‘kvt-v-v‘q\‘

Ll

.
+
hoc-_t

62°N

59°N
%
56°N [-

5N |

50°N (s

£
-
FaE IR SR EE O © : :

PRty »4: RN T N

Ocean Sci., 7, 730, 2011 www.ocean-sci.net/7/75/2011/



W. Fu et al.: Assessment of the three dimensional temperature and salinity observational networks 83

Latitudinal: & = 0.00717 power = 0.752

1 it ‘ : i i Table 1. Parameters of the mean correlation mogglAx, Ay,
iili Ar) = e~ @D =bAYP —cA1Y g0 temperature at standard Levitus lev-
08 ¥ . 3 ! ! ’ ; els down to 300 m.d, b, ¢) corresponds to the spatial and temporal
sk ¥ 54 i characteristic scalesy( 8, y) signifies the declining speed of the
+ T ¥ 3 LA function. (Ax, Ay, At) are the longitudinal (km), meridional (km)
0.4 | and temporal (day) lags, respectively.
s (a ‘ ‘ . . I* #* i+
0 20 40 LagggKm) 80 100 120 Depth (m) a b c o B y
Longitudinal: & = 0.01 14 power = 0.615 0 0.007 0.011 0.022 0.75 0.62 1.26
AT i i i ' ' 10 0.009 0.014 0.028 079 0.65 1.2
ooy b g i 20 0.017 0.016 0.038 0.90 0.88 1.27
o8r * : ! i 30 0.016 0.015 0.033 091 091 1.29
07 NI TP I : i1 i 50 0.017 0014 0037 091 093 1.17
o6 MR P Tl 75 0011 0021 0044 104 085 1.11
sk + I PRty 1 100 0.010 0.001 0.055 104 1.06 1.05
sl ® ‘ ‘ , , o 125 0.013 0.007 0.049 097 118 1.1
0 20 <0 LagS?Km) & oo 120 150 0.013 0.008 0.043 097 116 1.1
200 0.023 0.003 0.043 085 156 1.14
; Temporal & = 0.0224 power = 126 (wimp) 250 0.005 0.026 0.042 133 090 1.25
el ) | | ] 300 0.032 0.012 0003 1.15 115 1.36

[oX:] o —
04
02
Table 2. Parameters of the mean correlation mogglAx, Ay,

Af) = e—aBX*=bAYP—cA tor salinity at standard Levitus levels
P 20 25 20 down to 300 m. ¢, b, c) corresponds to the spatial and temporal
Lags(Day) characteristic scalesg( 8, y) signifies the declining speed of the

function. (Ax, Ay, Ar) are the longitudinal (km), meridional (km)
Fig. 7. The best fitting of the mean correlation models to the av- and temporal (day) lags, respectively.

eraged correlations ifg) the longitudinal,(b) latitudinal and(c)
temporal direction. The correlation model is fitted to correlations of

-n2

0.4
0

all the spatial bins. Depth (m) “ b ¢ ¢ p 4
0 0.017 0.013 0.004 1.01 1.07 0.97
10 0.016 0.013 0.003 1.03 1.08 1.0
In a broad senseq( b, c¢) correspond to the spatial and tem- 20 0.018 0.011 0.003 097 1.1 1.01
poral characteristic scales while,(8, y) signifies the de- 30 0.017 0.009 0.003 0.97 114 1.02
clining speed of the function. The larger,(8, y) are, the 50 0.012 0.009 0.003 1.04 1.09 1.02
faster the function declines. 75 0.014 0.011 0.003 1.00 1.04 1.02

The mean spatial-temporal correlation function for SST is 100 0.008 0.027 0.003 113 078 1.02
obtained by fitting the correlation model to the averaged cor- 123 8'8(1)2 8'823 8'88§ (1)'82 8'23 1'83
relations in all bins (Fig. 7). By this, the empirical correlation ' ' ' ' ' '

. . . 200 0.013 0.039 0.003 0.89 056 1.02
function can be acquired for the whole domain as: 250 0014 0.004 0003 088 13 1.02

. 0.615_ . .014 .022 .04 . 1. 1.02
p(Ax, Ay, Ar) = ¢~007TITAROT-0011400015-00220 220 ) 300 0.014 0022 0046 063 103 10

where Ax, Ay is in kilometers andAr is in days. Other

correlation models are also tested to fit the average curves,

but the selected correlation model produces the best fittingand ¢, b, c) for the temperature at each level. The parame-
For example, the Gaussian function is frequently adopted irters for salinity are shown in Table 2. It should be noted that
oceanic and atmospheric applications. But from our testsmost of the ¢, 8, y) for salinity is close to 1.0, that means,
the fitting to the Gaussian correlation function is significantly the correlation model is nearly exponential.

poorer than the model we use here. The correlation models

that we consider here satisfy two critical conditions: they fit 3.4 Correlation parameters

the observations very well and they produce positive definite

covariance matrices. By repeating the fitting, we can obtainThere are two indicators to assess the observational net-
the empirical function at every Levitus level for both tem- works in this paper, effective coverage and explained vari-
perature and salinity. Table 1 lists the coefficients£, y) ance. The effective coverage is based on the characteristic
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8°E 12°E 18°E
Temperature correlation parameter & (Langitudinal)

0.02
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&8°E 12°E 18°E
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0.12

0.06

0.04

0.02

6°E 12°E 18°E 24
Temperature correlation parameter A (Temporal)

by the narrow channel. Also, small scales appear in the Nor-
wegian Coastal Current area and the Skagerrak for both lon-
gitudinal and latitudinal directions. The fit of the temporal
correlation models shows largest temporal scales in the east-
ern and northern Baltic Sea and in the central North Sea, but
are smaller near the boundary areas, especially in the Nor-
wegian Trench and the southern North Sea near the English
Channel. The variations in the meridional and zonal scales
are in good agreement with Fig. 2a. The spatially varying
parameters on other levels are not shown due to the length of
the paper.

4 Spatial effective coverage analysis
4.1 Effective coverage rate

The effective coverage (She et al., 2007) is defined to eval-
uate the impact of an observational network in a given do-
main in a more quantitative way by considering the local
characteristic scales. The representative area of a measure-
ment is assumed to be proportional to the local characteris-
tic scales. Mathematically, this is defined as follows: for a
given grid cell &,, yo, t,), if a grid cell (;, y;, t;) satisfies:

o (xi — X0, Vi — Yo, ti —t,) > pc Wherepg is the cutting correla-
tion which defines the characteristic scales, the grid egll (

vi, ;) and(x,, y,.1,) are called a pair of “impact cells”. We
use thee-folding scale in this study (i.e= 1/¢). The “impact
cells” can be exemplified for the sea surface temperature. Us-
ing the parameters derived from the correlation above, if two
grid cells at the surface satisfy:

a(xi,yi) - (i —x0)% "%+ b(xi,yi) - (i —yo)*1
+c(xi,yi) - (t—1,)% < 1 (3)

the two grid cells are called “impact cells”. This equation

Fig. 8. Spatially varying parameters for the correlation model cal- includes the effect of the local characteristics, suggesting that

culated from the proxy SST in th@) longitudinal, (b) latitudinal
and(c) temporal directions.

the number of impact cells of a given location is different at
different levels.

The following criteria are defined in order to quantify
the representative area of a given measurement: a grid cell

scale analysis while the explained variance also involves théx,, y,.%,) is regarded as being effectively covered either
information obtained from the scale analysis. After we ob-when an observation is found at this cell or when a num-
tain the ¢, B, y) for each level, the fitting is performed at ber of impact cells are observed. In practice, if the grid cell
each bin by retainingy, 8, y) and leaving ¢, b, ¢) to be de-  (xo,Yo.%,) iS not observed, the grid cell is also called “effec-
termined. Figure 8 gives the spatial distribution of the corre-tively covered” if there is at least one impact grid cell that
lation model parameters (b, c) for SST. Small values corre- is observed. For a given observational network, its effective
spond to large spatial or temporal scales, and vice versa. Theoverage thus means the total area covered by the effectively
figure shows that there are significant spatial variations in thecovered grid cells. The ratio of the effectively covered grid
characteristic scales. Large spatial scales are clearly seen @ells to the total number of grid cells for a given period is
the central North Sea, which can be expected from the avercalled the total “effective coverage rate” of an observational
aged correlations. In the Baltic Sea, large spatial scales canetwork. The gaps and the effectively covered areas by an
be found over most parts (for the zonal correlations) and inobservational network can be identifiable in a more quantita-
the central part (for the meridional correlations). The spatialtive way with these statistics.

scales are relatively smaller in Gulf of Finland and the Tran-

sition Zone, where the correlation could be largely influenced
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Table 3. Total effective coverage rate at standard Levitus levels
down to 300 m for temperature and salinity.
[1R:]

Depth (m) Temperature Salinity

0 0.911 0.265 ‘08
10 0.776 0.268

20 0.263 0.287 .,
30 0.269 0.296

50 0.265 0.343

75 0.232 0.363 o2
100 0.273 0.433

125 0.252 0.430

150 0.311 0.466 ¢
200 0.271 0.735

250 0.382 0.806 !
300 0.071 0.565

o
63°N 08

50°N
“06

4.2 Meta data assessment
57°N

Table 3 lists the total effective coverage rate at standard Lev
itus levels down to 300 m for both temperature and salinity. s+~
For temperature at surface and 10 m, the North Sea and Balti
Sea are well covered where the total effective coverage rate™
are 0.911 and 0.776, respectively. However, the total effec:
tive coverage rate drops quickly to 0.263 at the depth of 20 m
and remains gbout 0.3 for all other levels. It shpuld be notedFig_ 9. Effective coverage rate at the depth(aj 10 m and(b) 75m
that the effective coverage rate is not monotonically decreasg,, temperature.
ing as the depth goes down for the temperature. Except the
bottom layer, the effective coverage rate is lowest at the depth
of 75 min the Baltic Sea and North Sea as a whole. This level
lies at the typical averaged depth of the thermocline, whichatively poorly covered areas include the Norwegian Trench,
is more difficult to be realistically simulated in the model. the southern Kattegat and the stripe region alongNa4in
This table also shows more observations are required at ththese regions, there is small number of observations and the
depth of 20m to 75m. For the temperature, the effectivecharacteristic scales are relatively shorter. It can be noted that
coverage rate below 100 m is comparable to the upper levthe 3 buoys are very effective in the English Channel, lead-
els. This is partly due to that the number of total grid cells ing to good effective coverage rate in this area. At the depth
is much smaller than the upper levels though fewer avail-of 75 m, three areas are well effectively covered: the western
able observations exist there. The changes in the charactepart of the Skagerrak, the southern part of the Baltic Proper
istic scales should be taken into account for the total effec-and the area centered at {3V, 0.8° E) where the buoy ob-
tive coverage rate. For salinity, the total effective coverageservation exists. The regions north of the Baltic Proper are
rate shows a general increasing tendency with depth excegoorly covered. For salinity at 10 m, effectively covered part
at 300m. This is caused by three factors: the characteriseorresponds well with the observation locations in the North
tic scales show small variations at different levels; the totalSea. Meanwhile, the Skagerrak and most of the Baltic Sea
number of the grid cells dwindles gradually; the salinity metaare well covered due to the relatively complete meta data.
data, mainly composed of the station and buoy data existing’he effective coverage rate is higher compared to the tem-
at most levels. perature at 75m because the temporal characteristic scales

Figure 9 presents the effective coverage area of the obare larger for salinity. However, there are still small patches
servational network for temperature at 10 m and 75m. Thewhere the effective coverage rate is lower than 0.6 inside the
large value means the grid cell is well covered both in spaceBaltic Sea. In terms of the effective coverage rate, the exist-
and in time. The small value (blue color) denotes big gaps,ing observational networks give a good coverage in the North
suggesting observations are either discontinuous or sparse fBea and Baltic Sea. It should be noted good “effective cover-
this area. For the level at 10 m, most of the North Sea andage rate” implies the existing observational networks provide
Baltic Sea are well covered for temperature field. The rel-relevant and possibly useful information in the given area. A

-4

0z

- N - - ]
o 6'E 12°E 18"E 24°E 30°E
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in constructing the time series. Suppd®€) satisfies such
an equation:

A(i,m) - X(m) = B(i) 4

where A denotes the observed time series fromihéoca-
tions, theX (m) — the weights, can be obtained by regression.
In this study, the proxy ocean data are used for maxrix
andB. With the weightsX and them numbers of obser-
vations, the time series at locatighcan be reconstructed.
The square of the correlation between the time series from
the proxy ocean and reconstructed one is defined as the “ex-
plained” variance. The “explained” variance gives the effec-
tiveness of a given observational network.

In general, the explained variance at a given point is de-
termined by two factors: the number of the observations and
their locations. The calculation of the weight matrix is per-
formed based on the daily proxy ocean data. Ideally, the ex-
plained variance of a time series by itself should be 1.0 if one
location is observed daily and without temporal gaps. The
temporal gaps will greatly reduce the “explained” variances.
Moreover, the spatial locations of the observations also play
an important role in the “explained” variance. Some loca-
tions are more effective and contribute more than the others.
Therefore, the “explained” variance reflects the overall effect

; of the existing observational network and can be served as a
o’ &'E 12°E 16°E 24E 30°E good indicator for the spatial and temporal coverage of the
data. Compared to the “effective coverage”, the “explained”
variance is a more critical criterion. Its ability to identify the
relative importance of observations at different locations can
provide a potential tool for the design and planning of an ob-
) ) _ servational network. In choosing the observations nearby a
good effective coverage rate does not mean the informationyiyen ocation, it is surely not proper to include observations
is enough. in the North Sea for a location in the Bothinan Bay. In this
study, the time series of a given location is reconstructed by
using observations located in a certain area, which is defined
by the correlation models for different levels.

Fig. 10. Effective coverage rate at the depth(a) 10 m and(b)
75 m for salinity.

5 Explained variance analysis

) ) 5.2 Meta data assessment with the explained variance
5.1 “Explained variance”

The mean explained variances at standard Levitus levels are
As stated above, the effective coverage has its limitationdisted in Table 4. For both temperature and salinity, some
while it provides a quantitative assessment. The limitationcommon features can be found. For example, the explained
is that the effective coverage rate can not clearly reflect thevariance decreases from surface down to 75m and then in-
relative importance of the observations at different location.creases from there to 200m. The explained variance drops
To deal with that, the explained variance is defined. It aimsto a very low value at 300 m. In addition, in the interme-
to assess the relative importance of the existing observationgdiate layer from 50 m to 100 m, the explained variances are
by their abilities in constructing the time series at locationslower than other levels. This suggests more observations are
in absence of observations. We assume that the time seriegeeded to better explain the variances close to the thermo-
B(i) at a given location (locatioB), wherei denotes the cline layer, which is also revealed by the total effective cov-
length, can be constructed with the time series framum- erage rate for temperature. Below 200 m, the mean explained
ber of observations nearby. In practice, the “nearby” pointsvariance is smaller for both temperature and salinity.
are limited to within a radius of 100km. Additionally, the  Figure 11 presents the mean explained variances by the ob-
complex topography effect is taken into account. For exam-servational network for temperature at the depth of 10 m and
ple, time series from west of Jutland could be within 100 km 75 m. The biggest explained variance is found to be about 0.6
for a point in the Belt sea, but these time series are excludetih the Bothnian Bay at the depth of 10 m. In the Belt Sea and
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explained variance at 10 m Average: 0.339
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Fig. 12. Explained variance at the depth @) 10 m and(b) 75m

Fig. 11. Explained variance at the depth @) 10 m and(b) 75m for salinity.

for temperature.

the southern part of the Baltic Proper, the explained variance | TO tér:der_stand the heffectnvte kco_vcirage ratet tzndf the “ex-
is also about 0.6. That means the observations have gooa ained variance, we have to take into account the frequency

spatial and temporal coverage in these two regions. It shoul(i)f the obsEr}/atio?s. For elxart?ple, Lhe CTD prO\f/idest()) bserva-
be noted the “explained” variance is lower close to the Jut—t'gns much 1ess redqugnt yht ano ds;g\(/)ajlc;nosoﬁrolr: lioy_srho '
land coast though the effective coverage rate is high (Fig. 9).0 serving stations during the perio B (Fig. 1). The

. ; . jobserving stations are mainly located near the coast while
This is due to the temporal gaps in these data. In the Englisi ) .
P gap g ere are only a few buoys in the North Sea and Baltic Sea.

Channel, we can see that the 3 buoys produce the explaine%?h tial effecti te sh d t
variance about 0.4 for a large area. The “explained” variance € spatial efiective coverage rate Shows a good agreemen

in the Skagerrak and Kattegak is very low. Apart from the with the observation locations where the observation is more

temporal gaps in the data, this area has complex topograph requent. Fo_r example, _the buoys in thg North Sea corre-
and is affected by fronts, tides and so on. At 75m, most of pond well with the relatively large effective coverage rate.

the explained variances are lower than 0.4. Large values a The effective coverage is poor in the Kattegat because there

pear in the central Baltic Sea, which is consistent with thed'® only CTD dqta whose _frequency 1S much_lower. T he
correspondence is clearer in the spatial explained variance

effective coverage at this depth. For salinity at 10 m, the ex- Il for both t 0 d salinity. Th
plained variances are close to 0.8 in the Belt Sea and Balti S Well Tor both temperature and safinity. there are more
uoys and observing stations in the Inner Danish water such

Proper region. Apart from this area, the largest explaine i ) N
variance is about 0.3 existing in the southern Baltic Sea. i the Belt Sea and Baltic Proper and this produces large “ex-

general, the salinity shows lower “explained” variances thanpl"’“ned variance than other areas.
the temperature for the existing observational networks.
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Table 4. Total explained variance at standard Levitus levels downth_e coastlmes-, channels and boun(.:Jalnes-.. The comparisons
to 300 m for temperature and salinity. with the satellite SST show many similarities in the results.
The proxy ocean data tend to produce larger bin-averaged
correlations in areas close to the boundary, apparently in the
northern boundary area and the English Channel. This may
0 0.450 0.302 partly explained by the restoring boundary conditions used

Depth (m) Temperature Salinity

10 0.334 0.251 in the dynamical model. Importantly, the rotation of axis in
28 8'5‘212 8'132 the bin-averaged correlation agrees well with that of the ob-
50 0'205 0'142 servations. The bin-averaged correlations of the salinity also
75 0180 0127 present similar “axis rotation” features as the temperature,
100 0..182 0'_149 but the HCAs are much smaller and display complex varia-
125 0.193 0.152 tions at different depths.

150 0.194 0.169 The correlation models are estimated using the bin-
ggg 8'123 8'122 averaged correlations in the North Sea and Baltic Sea. The
300 0078 0120 effects in the longitudinal, meridional and temporal direc-

tions are included and a general correlation model is assumed
in the form p(Ax, Ay, Af)=e @M% =bAY—cA \yhere

Ax, Ay and At are the longitudinal, meridional and tempo-
ral lags. The parameters,(8, y) and @, b, ¢) are obtained

by fitting the correlations to the bin-averaged correlations.

The three dimensional in-situ observational networks in the©F l€mperature, the exponents vary from 0.75 to 1.33 in the

Baltic Sea and North Sea are assessed by means of the mé&i‘git”d‘”a' direction, from 0.6 to 1.56 in the Iat_itudi_nal di-
data collected during the period 2004—2006. Due to the relrection for the upper 300m. In the temporal direction, t_he
atively complete data, our focus is placed on the Baltic SeaSXPONents vary from 1.05 to 1.36. These parameters differ

Two complementary quality-indicators, the “effective” cov- from the typical Guassian function. We also find that the cor-

erage rate and “explained” variance are used as the criteria tBalanon model we assume here leads to smaller error than the

identify the gaps and redundancy of the 3-dimensional Obsergsuanssian type function. Regarding the salinity field, the ex-

vational networks. The characteristic scale analysis is firstlyponemS vary around 1.0 especially in the temporal direction.

performed because it provides the necessary information ta’hese correlation models also provide useful information for

define the effective coverage. Due to the lack of observatne implementation of data assimilation schemes in the North

tion below the surface, the proxy ocean data generated fronfi‘nd Baltic Sea.
DMI-BSHCmod are employed to calculate the characteristic The three dimensional observational networks are as-
parameters. The horizontal resolution is about 6 km whilesessed in the Baltic and North Sea by two complemen-
interpolated to the standard Levitus levels in the vertical di-tary quality-indicators: effective coverage rate and explained
rection. variance. The effective coverage rate gives the influence do-
The spatial averaged correlations irb%x 1.5° bins are  main of the total observed information from a given network
calculated on each Levitus level for both temperature andvhile explained variance helps to identify the relative im-
salinity. By removing the dominant annual and semiannualportance of information from different locations. The as-
cycles in temperature field, the anomalies are used to comsessments are performed on the standard Levitus levels. For
pute the bin-averaged correlations across the North Sea antémperature, the total effective coverage rate is about 0.9 at
Baltic Sea. The distribution of the bin-averaged correlationsthe surface and 0.776 at 10 m, but it drops to about 0.25 for
reveals some features clearly associated with the local flowspther levels. The total effective coverage of salinity is al-
complex topography, coastline effect, etc. This can be showmost increasing with depth. Spatially, the whole domain is
by the rotation of the axis of the bin-averaged correlation atwell covered for SST except in Norwegian Trench, Katte-
different locations. Moreover, the bin-averaged correlationgat, and the “band” area along 94. The effective cover-
is subject to the atmospheric forcing, boundary and bottomage rate is lower in Norwegian Trench and the Bothnian Sea
effect. For example, the averaged correlations are quite largat the depth of 75m. The total coverage rate of tempera-
for SST with HCA occupying a large part in most of the ture shows smallest values around 75 m depth, which corre-
bins. This is because the SST is largely affected by the atsponds to the thermocline depth. The explained variance is a
mospheric forcing. The HCAs are much smaller in most of more critical criterion than the effective coverage rat because
the Baltic Sea below surface compared to the SST. It carit can identify the relative importance of observations at dif-
also be noted that the rotation of the bin-averaged correlaferent locations. The mean explained variances decline from
tion is similar at different depths. This reflects that the watersurface to 75m and then shows a rising tendency to 200 m
in the semi-enclosed marginal sea is largely influenced byfor both temperature and salinity. The explained variance is

6 Concluding remarks
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very low below 200 m. This agrees with the effective cov- Canuto, V. M., Howard, A., Cheng, Y., and Dubovikov, M. S.:
erage rate of temperature. Spatially, the Belt Sea and part Ocean Turbulence. Part II: Vertical Diffusivities of Momentum,

of the Baltic Proper show relatively large explained variance. Heat, Salt, Mass, and Passive Saclars, J. Phys. Oceanogr, 32,
For the two indicators, sampling frequency of the observa- 240-264,2002. . . .

tion plays a very important role. The CTD data with big Daley, R.: Atmospheric Data Analysis, Cambridge Univ. Press,
gaps contribute less to the calculation than the buoys and oh-. New York, 45 pp., 1993.

serving stations. It should also be noted that the effective ck, S., Kleine, E., Mueller-Navarra, S. H., Kleine, H., and Komo,
9 ) H.: The Operational Circulation Model of BSH (BSHcmod) —

coverage rate and explained variance ShOV\{ relatively lower Model description and validation, Berichte des BSH 29/2001,

values from 50 m to 125 m (except the effective coverage for g,ngesamt fur Seeschifffart und Hydrographie, 48 pp., 2001.
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