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Abstract. In this paper, a numerical dynamic-thermo- 1 Introduction

dynamic sea-ice model for the Baltic Sea is used to analyze

the variability of ice conditions in three winter seasons. The Sea-ice phenomena constitute an important component of the
modelling results are validated with station (water tempera-Physical and biochemical environment of the Baltic Sea. In
ture) and satellite data (ice concentration) as well as by qualithe Bothnian Bay as well as in the inner parts of the Gulf
tative comparisons with the Swedish Meteorological and Hy-0f Finland and in the Gulf of Riga, sea ice develops ev-
drological Institute ice charts. Analysis of the results ad- €ry winter; the maximum ice cover during a typical winter
dresses two major questions. One concems effects of meté@xtends over 157 000 kini.e. over about 40% of the total
orological forcing on the spatio-temporal distribution of ice Baltic Sea areaGranskog et a.2008. Low salinity, high
concentration in the Baltic. Patterns of correlations betweerfresh-water input from the surrounding land and the atmo-
air temperature, wind speed, and ice-covered area are demofiPhere, complex bottom topography and coastlines, coupled
strated to be different in |arger, more open sub-basins (egWIth Stl’OI’]g'y variable weather conditions, render the Baltic
the Bothnian Sea) than in the smaller ones (e.g., the Bothniaf€a quite unigue in terms of its sea-ice phenomena —see e.g.,
Bay). Whereas the correlations with the air temperature aré>ranskog et al(2009, Lepparanta and Myrberg¢2009 or
positive in both cases, the influence of wind is pronouncedvihma and Haapalé2009. The specific nature of the Baltic
only in large basins, leading to increase/decrease of areddas important consequences for the understanding and nu-
with small/large ice concentrations, respectively. The othermerical modelling of the Baltic Sea ice thermodynamics and
question concerns the role of ice dynamics in the evolutiondynamics; it is hardly possible to directly apply insights pro-
of the ice cover. By means of simulations with the dynamic vided by numerous studies in other regions, e.g. in the Arc-
model turned on and off, the ice dynamics is shown to p|aytiC, to the Baltic because of substantial differences in tem-
a crucial role in interactions between the ice and the uppepPoral and spatial scales involved. The small-scale structure
layers of the water column, especially during periods with @and physical properties of the oceanic and brackish ice are
highly varying wind speeds and directions. In particular, duedifferent as well.

to the fragmentation of the ice cover and the modified surface  Owing to its influence on various human activities (ship-
fluxes, the ice dynamics influences the rate of change of th@ing and navigation in particular) and on the regional weather
total ice volume, in some cases by as much as3enday. ~ and climate, the Baltic sea ice has been in recent decades the
As opposed to most other numerical studies on the sea-ice ifocus of intensive theoretical, numerical and field research.
the Baltic Sea, this work concentrates on the short-term vari& thorough review of the most important geophysical re-

ability of the ice cover and its response to the synoptic-scalesearch on the sea ice in the Baltic, complete with a descrip-
forcing. tion of general characteristics of the Baltic ice, its long-term

variability, and the state-of-the-art numerical modelling was
provided byVihma and Haapal§2009 see also references
therein). Therefore, only those aspects of the sea-ice mod-
elling that are most relevant to the problems dealt with in
this paper are highlighted below.
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In most situations, the sea ice covers only a part of theconcentration maps of the US National Ice Center. This ap-
total water surface and is a mixture of ice types differing proach is tainted by a high uncertainty of the data (although
in structure and properties — level, rafted and ridged ice the situation has substantially improved in recent years), and
possibly with cracks and lead&dpparanta and Myrberg  is not suitable for systematic, quantitative comparisons with
2009. The numerical sea-ice models operating on the scalenodelling results over longer time periods. Some models are
of tens up to thousands of kilometers reduce this informa-verified against the measured ice thickness at selected loca-
tion to a few parameters, typically to the concentration andtions (e.g.Meier, 2002. Another frequently used approach
mean thickness of the specified ice (and snow) classes imvolves comparing temporal changes in an observed (e.g.
a given grid cell (for studies concerning the Baltic Sea see satellite-derived) and simulated total ice-covered area, as in
e.g.,Haapala and Lefpanta1996 Meier et al, 1999 Haa-  Lehmann and Hinrichsef2000h, Meier (2002 or Schrum
pala 200Q Lehmann and Hinrichse2000a Zhang 2000). et al.(2003.

As described below, the model used in this study belongs to In view of the above considerations, this work has two
that class of models. Modelling studies of the Baltic Sea iceobjectives. The first is to provide a systematic, quantita-
thermodynamics and dynamics can be broadly divided intative validation of the sea ice model performance (in terms
two categories. One concentrates on problems of climate andf sea ice concentrations) against satellite-derived data over
climate change, seasonal and interannual sea-ice variabilitthe entire model domain and the entire time period ana-
and the influence of large-scale atmospheric circulation patlyzed. The second objective is to analyze interactions be-
terns on the sea-ice processes in the Baltic Sea ftagpala  tween synoptic-scale atmospheric forcing and freezing, melt-
and Lepjaranta1996 Omstedt and Nyberd 996 Lehmann  ing and (re)distribution of the sea ice in the sub-basins of the
and Hinrichsen2000ab; Schrum et a].2003. These studies  Baltic Sea. In particular, correlations between meteorologi-
are based on medium- and long-term simulations and mostlyal variables and the ice-covered area and the role of ice dy-
involve variables such as the maximum annual ice extent onamics in the spatio-temporal evolution of the ice cover are
the length of the ice season, i.e., parameters which can bivestigated in detail.

understood as proxies of winter severity and which are there- The paper is structured as follows: the subsequent section,
fore good indicators of a climate change. The other categonafter a short description of the hydrodynamic model used in
consists of studies which tackle smaller spatial and tempothe study, presents the theory and implementation of the ther-
ral scales with the aim of analyzing effects of synoptic-scalemodynamic and dynamic parts of the sea ice model. Sec-
weather patterns on the thermodynamics and dynamics ofion 3 provides the description of the model configuration
the sea ice. Good examples are providedJofila (2001),  and the input data, followed by validation of the simulated
Brimmer et al(2002, Rudolph and Lehman{2006, Wang  data against measurements. The modeling results are dis-
et al. (2006 or Bjork et al.(200§. The need for more ex- cussed thoroughly in Seetin the context of meteorological
tensive observational and numerical research is widely recconditions over the Northern Baltic Sea during the period of
ognized, particularly with respect to short- and medium-termstudy. In particular, changes in the total ice cover and the
ice dynamics in the Baltic Sea. influence of dynamic processes on the temporal and spatial

Because of the high spatial and temporal variability of thevariability of ice thickness and concentration are analyzed.
Baltic sea ice properties, observational data representative inally, Sect5 contains the summary and conclusions.
larger areas, and thus appropriate for verifying the results
of numerical models are difficult to acquire. As opposed
to single-point measurements (at stations that are usually 102 The numerical model
cated directly at the coast, i.e., within the fast-ice zone) that
very often do not meet this requirement, application of re-2.1 Hydrodynamic model M3D_UG
mote sensing techniques supplies valuable spatially resolved
information. However, the use of satellite or airborne data inThe sea-ice model presented here was developed as an addi-
combination with numerical sea-ice modelling in the Baltic tional module of the hydrodynamic model of the Baltic Sea
Sea has been rather limited to date. Moreover, verificatiorknown as M3DUG. The model, coupled with the ProDeMo
of modelling results is usually qualitative only, and/or lim- ecosystem model, is working pre-operationally at the In-
ited to a few arbitrarily selected situations. For example,stitute of Oceanography, University of Gk (seehttp://
Zhang(2000 visually compared results provided by his nu- model.ocean.univ.gda.pl/indexeng.htnhe hydrodynamic
merical model with the Finnish Institute of Marine Research model is based on the Princeton Ocean Model (PBMm-
(FIMR) ice charts and the Synthetic Aperture Radar (SAR)berg and Mellor 1987 with modifications concerning cal-
images. Meier et al.(1999 and Meier (2002 qualitatively  culation of the advective terms in the momentum equations
compared their modelled ice concentrations and thicknessvhich improve the model’s performance in regions with
with the Swedish Meteorological and Hydrological Institute strong salinity and temperature gradients, as described in
(SMHYI) ice charts for a number of selected situations. Indetail by Kowalewski(1997). M3D_UG is aoc-coordinate
a similar mannerRudolph and Lehman006 used ice  model formulated on the scattered Arakawa-C grid. As
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opposed to the original POM, formulated on a “traditional” avoided. Secondly, a numerical scheme for the ice rheol-
numerical grid, each mesh of the M3DG is treated as ogy developed byouillon et al.(2009, more efficient and

a one-dimensional entity (water column with a specifiedrobust than the available numerical schemes for other grid
number of layers) with pointers to its neighbours that makearrangements, can be used.

it possible to calculate spatial derivatives. The model cov-

ers the Baltic Sea with a resolution of. 5For computa- 2.3  Ice thermodynamics

tional efficiency, the equations are split into the fully three-
dimensional part (an “internal mode” integrated with a time
step of 1200s) and the vertically-integrated part (an “exter-
nal mode” integrated with a time step of 60s). The model

2.3.1 Heat flux at the atmosphere-water interface

The total heat fluxFiotaw through the atmosphere-water
boundary is a sum of five components: the short-wave solar

'S_d”"ef‘ by the time serles_of hourly atmo_spherlq PrESSUTe, . diation penetrating through the atmosphere and absorbed
wind, air temperature, humidity, and cloudiness fields from . -
by the water surfacds, the long-wave outgoing radiation

a mesoscale atmpsphenc model of the Interd|s_C|pI|nary Cen—FLW, the long-wave incoming radiatiofi_», the latent heat
tre for Mathematical and Computational Modelling (Warsaw, flux Fe, and the sensible heat fly:
Poland). The model is a limited-area version of the global e t
Unified Model of the UK Meteorological Office. It covers Fiotaw= Fs+ Fiw + FLa+ Fe+ Fut. D
Central and Northern Europe with a resolution~ef7 km Negative sian ofF: means a heat loss (cooling) of the
(Herman-kycki et al, 2002. The M3D.UG is well cali- 9 9n Oftoraw 9
) - water surface.

brated to the Baltic Sea conditions and has been successfully L :

. . . . The short-wave solar radiation penetrating through the at-
validated against available observational data from a num- ) )

. ; : . mosphere and reaching the sea surfagg,, is calculated as

ber of stations in the Baltic Se&¢walewskij 1997 2002 described irkrezel (1997. Thus:
Jedrasik2005. In this work, the hydrodynamic part of the ' '
model was not subject to any modifications. Fs=(1—oaw)Fsin (2)

with ay, denoting the sea surface albedo (dependent on the
sun’s position above the horizon). The long-wave outgoing

The sea ice model developed in this study describes the spA2diation is calculated from the Stefan-Boltzmann law:
tial and temporal evolution of the following four variables: F, = —¢,CsgTid, (3)
ice concentrationd; (the part of a grid cell covered with ]
ice); mean ice thickness; mean (vertically averaged) ice whereTy, is the water temperature of the uppermost_la)_/er of
temperaturel;; and ice velocityl; = [Ui, Vi] (where U, Vi _the hydrodynamic model, angy, and Csg denote emissiv-
denote the east-west and south-north components of the vdly of the water surface and the StephanTBoItzmann constant
locity vector, respectively). The present version of the model(Csg = 5.67 x 1078W 'Trz K7_4)’ respectively. The long-
does not include the snow cover. For obvious reasons, a ond¥ave incoming radiationfia is a function of the cloudi-
layer sea-ice model is not capable of modelling the vertical"®SSN € [0, 1], air temperaturda and humidity (expressed
temperature distribution within the ice; whenever the tem-in terms of water vapour pressusg), see e.g.Meier et al.
perature of the upper surface of the ice, denoted further wit{1999- The present model utilizes an expression adjusted to
T up, iS required, it is estimated &p = 2T;— Ty (whereTy the Baltic Sea conditions (s@apadka et aj2001, 2007):
denotes the freezing temperature of sea water). Fla=€aCsaT A (1+daed®) (1+dcN?), 4)

The sea ice model and the hydrodynamic model are cou- o )
pled at each internal time step by means of air-ice-water heaf/h€reea denotes emissivity of the atmosphargis the water
and momentum flux. The sea ice model itself consists ofV@POUr pressure &y, andd,, dc are empirical constants,
two largely independent parts: the thermodynamic and th@dj_ustgd durlng calibration of the model. The latent heat flux
dynamic one (see Sect®.3-2.5 below), executed one af- Fe S given byFischer et al(1979 as:
ter the ot.he.r at each internal time step of the hydrodynamicg, — c.p.LeUa(ga— gw) (5)
model, similarly as in, e.gkaapala(2000. #4; and A; are
the only parameters that are exchanged between the two partéd1ereLe = (5959—-0.54T,)Cw, ce denotes the transfer co-
and modified by both of them. Ice temperature is calculatecefficient, pa is the air densityLe is the latent heat of evap-
in the thermodynamic part, the dynamic part computing iceoration,Cy is the specific heat of water at constant pressure
velocity. The theoretical background and numerical imple-andUa denotes the wind speed 10 m above the water surface.
mentation of the two parts are described in detail below. ~ The absolute humiditieg, andgy, are calculated according

The equations of the ice model are discretized on anto the formulae derived directly from the equation of state for
Arakawa-C grid, which has two important advantages.numid air (see, e.gMaykut 1986:
Firstly, interpolation of various quantities between the grid e E(Tw)
points of the sea-ice and the hydrodynamic model can b@a=0.622 and  qw=0.622

2.2 Seaice model — general remarks

a
»—0.378&x »—0.378E(Tw)
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Table 1. Adjustable coefficients of the sea-ice model and their cali-
brated values.

Symbol  Value/formula Units Equation
aw 2.4/(90—6) * - @)
ew 0.985 - B)
€a 0.685 - )
da 0.03 hpa1/2 @)
dc 0.36 - )
ce 2.5x10°3 - (5), (10)
cwts 6.6x10°4 - ), (11)
cwtu 6.6x10~4 - (6), (12)
Qj 0.7 - ®)

€i 0.985 - 0)
KT 2.00 wnrlk-1 (12
Jfsol 0.1 - @3

K 15 nl (13
Cis 2.8x1074 - (15)
Clat 45x10°3 - (20)
Caw 2.0x10°3 - (30)
Cai 1.4x10°3 - (31)
Ciw 3.0x1073 - (32

* ¢ denotes the sun’s position above the horizon (in degrees).

where p is the atmospheric pressure, afAdTy,) is the sat-
uration vapour pressure &}, calculated from the Clausius-

Clappeyron equation:

(

1 1

T To

E(T) :Eoexp[—%
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with Fi 5 given by Eq. 4) above. The expressions for the
remaining four heat flux components are modifications of

Egs. @), (3), (5) and 6):

Fsi= (1—ai)Fs,in (8)

Fii=—¢ CSBTif’up, 9

Feji = cepal.sUa(qa—qi), (10)
cwtspaCiUa(Ta— Ti,up) Ta> T, up,

Fati= ’ ’ 11

W { ewtuPaCiUa(Ta— Ti up) Ta< T up, (11)

whereca; denotes the ice surface albedgq,is the latent heat
of sublimation,C; is the specific heat of ice ang is the
saturated absolute humidity at the ice temperalyg. The
transfer coefficientse, cyts and ety are assumed universal
for both air-water and air-ice interface.

2.3.3 Heat transport through the ice

The energy flux through the ice consists of the conduction
heat fluxh i, dependent on conductive properties of the ice,
and the short-wave solar radiation fligp, dependent on
light extinction within the ice. The heat conduction through
the ice is given by:

daT; kT
0z hi

wherekT is the thermal conductivity of ice, arif denotes

the temperature at the bottom ice surface, assumed equal to
the freezing temperature, see Ef6)(below. The heat con-
ductivity k7 is assumed constant. The short-wave solar radi-
ation flux through the ice is calculated accordingtthlberg

2K
Fnj =7 (Toup—Tr) = h—T(Ti —Tp), (12)
|

where Eg = 6.1078 hPa denotes the saturation vapour pres{1988§ as:

sure at temperaturg) =0°C, andR is the universal gas con-
stant. The sensible heat flu,; depends on the temperature

Fsp= I‘Isifsoleikhi , (13)

difference between the water and the atmosphere. Itis posiynere f,, and« denote the penetration factor and the bulk

tive during stable and neutral conditiofig> T, and negative
otherwise:
cwtsPaCwlUa(Ta— Tw)
ewtuPaCwUa(Ta— Tw)

TaZ TW7
Ta< TW

(6)

Generally, the empirically adjusted transfer coefficients cor-

responding to stable and unstable conditiaRgs and cwiu,
respectively, may have different values (typicallyy> cwts)-

extinction coefficient for ice, respectively.
2.3.4 Heat flux at the ice-water interface

The net heat flux at the bottom of the ice is the sum of the
two flux components described abov&,; and Fsp, and the
turbulent heat flux; p:

Frotiw = Fni+ Fsp+ Fib = Froti + Fib- (14)

In the present model, they were set during the model calibrapg ,hylent heat flux depends on the ice-water temperature

tion (see further SecB.1and Tablel).
2.3.2 Heat flux at the atmosphere-ice interface

The total heat flux through the air-ice boundaFygt aj, iS
given, by analogy to Eqly, by:
Frotai= Fs+ FLi + FLa+ Fei + Fut,i, (7)

Ocean Sci., 7, 25276, 2011

difference and their relative velocity:
Ft,b:CiSpiCW|UW_Ui|(TW_Tf)v (15)

wherecjs denotes the bulk heat transfer coefficient from the
water into the icep; is the ice density, and is the current
velocity in the uppermost layer of the model.

Wwww.ocean-sci.net/7/257/2011/
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2.4 Freezing and melting of sea ice and:

The freezing pointl for the Baltic Sea water is given by  hi(r+At) =

Omstedi(1994) as: Ai newhi new-+ (Ai(t)+ma§x%) (hi(t)+At3(hi,t5-t&-hi<l))
Tr=—0.05755+1.71052310 35%2-2.15499610 452, (16) AGLAD - (22)

where § denotes salinity. Freezing and melting of the sea Fing|ly, the rate of change of the ice temperature is calcu-

ice depend on the sign of the heat fluxes at the air-water-icated from the vertically averaged heat conduction equation:
interfaces and on the temperature of the ice and of the sur-

rounding water. The conditions that must be met for a newoT;  (Fiotai — Fiot,i)
ice to develop are:Figtaw <0, Tw < Tt, and Aj < 1. The 5t 0iCihi ’
“new” ice forms in the open-water part of the grid cell ana-

lyzed (i.e. over an areaj new=1— 4j), its thickness being 2.5 Ice dynamics
calculated from:

(23)

i new Fiotaw As already stated, .the dynamic modu'le of the sea ice quel
= a7) is responsible for simulating changes in the ice concentration
ot piLi Aj and thickness;, produced by the action of wind, currents
whereL; denotes the latent heat of freezing. Freezing occursand stresses within the ice itself. Consequently, in the dy-
only if hi new= Atdhinew/dt (At is the time step) exceeds namic module, the total ice mass in the modelled area does
a threshold valug; yres= 10~4m; otherwisehj new is sSet to  not change; it may only be redistributed between the adja-

zero. Additionally, ifai new<hi min=0.05m, Aj new is mul- cent meshes of the numerical grid. In addition to the mod-
tiplied by hi new/ i,min and then; new is set tohj min (@s in,  ified A; andh; values, the calculations produce components
e.g.,Meier et al, 1999. of the ice velocityU;, V; and the surface stress given as

If Aj>0 (ice is present in a given grid cell) and the net heatweighted average of the stress at the air-water and air-ice in-
flux at the lower surface of the ice is different from zero, the terface. The dynamic module is based on two equations: the
ice thickness changes from below according to: mass (or, equivalently, volume) conservation equation and
the momentum equation. As in the hydrodynamic part, the

oh; Fioti . : .

a—"b =— tOtL'W . (18) ice module is formulated on the scattered Arakawa-C grid,
t Piki with the scalar quantities located in the mid-point of the grid

Additionally, if Fiotai— Fioti>0 and7i>Ts, the ice melts at  cell, andU; and V; located at its “western” and “southern”

its upper surface: boundary, respectively.

dhit _ (Frotai— Froti)

(19) 2.5.1 Icevolume

ot oiLi

If Aj>0, Fiotaw>0 and7;>Tz, the ice is subjected to lat- Ice conservation law is considered separately:fdvolume
eral melting, resulting in reduction of the ice concentration conservation):
Aj. To estimate the lateral melting rate, it is necessary to
estimate the lateral surface area of ice floes, a kind of infor- i
mation not available in the type of model used here. To solve 97
this problem, we followed the approach®iteelg1992 (see
alsoOhshima et a).1998. If melting occurs uniformly at
a rateFja (assumed equal tBiot aw) around the perimeter of 4 A
the floe, and if the sea ice is adequately described by a sinW’ +V-(UiAi) =0, Aj€[0,1], (25)
gle mean caliper diametdr, the rate of change of the ice d
concentration under melting conditions can be expressed assee e.g.L.epparanta and Myrber(009. The index “d” de-
dAi notes changes due to the dynamics alone, without accounting
d_f = —ClatFIat\/Xi ) (20) for thermodynamic effects described in the previous section.

Numerically, exchange of the ice volume at each time

whereciat (proportional toL~!) can be assumed constant; step of the model is calculated for each pair of neighbouring
seeSteelg(1992) for details. “wet” grid cells based on the ice velocity component through

Taking all the above-mentioned processes into accounthe common boundary of these cells. This simple approach
the changes oftj andh; during a time stepAs can be ex-  ensures conservation of the total ice volume at each time step.

+V-(Uih) =0, (24)

d

and for A; (area conservation):

pressed as: The ice volume in a given grid box I8 = Ajhj Ax Ay (where
i Ax, Ay denote the grid size in the x- and y-direction, re-
Ai(t+AD = Ai(D) + AT == + Ai new, (21)  spectively). Analogously, the ice volume in the “western”

Www.ocean-sci.net/7/257/2011/ Ocean Sci., 7, 295-2011
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neighbor isViy = Aj whi wAxwAyw. The volume of ice
exchanged between these two boxes in times:

Ui >0,
Ui <O.

hiwAiwUiAt Ayw,

hiAijUi At Ay, (26)

AV = {
Thus, the updated ice concentration and thickness are:

min{Ai +}1L\A,ATZA)1’1]’ Ui >0,

Ai(t+At) = (27)
maX{Ai-F%,O}, Ui <0,
and:
V4+AV
hi(t+ Ar) = + (28)

At +8t)AxAy’

Expressions foA; w(r+Ar) andhj w(r+At) are analogous.

2.5.2 Momentum balance equation

A. Herman et al.: Sea ice modelling in the Baltic Sea

Secondly, and most importantly, EVP is suitable for a com-
putationally effective and numerically stable formulation.
This work adopted the numerical scheme for the EVP model
on the Arakawa-C grid developed Bouillon et al.(2009,

in which the definition of the elastic parametefthe Young
modulus) is redefined in terms of a damping time sdale
The rheology module is sub-cycled with a time stap.

The values ofTy and Az, are chosen so thaks:Ty: At =
1:40:120, as suggested by the stability analysisHoinke
and Lipscomi(200§. The ice strength consta®t* was set

to 2.5x10* Nm~2, as inLepparanta et al(1998 who cali-
brated their model (with spatial resolution similar to that used
here) to the Bothnian Bay conditions based on the ERS1-
SAR-derived ice velocity fields. The spatial resolution of
the model used here’}as a compromise between the need
to resolve details of the bathymetry and requirements of the
continuum approximation underlying the EVP model, which
is valid only if there is a large number of ice floes per model

The present model assumes the advective acceleration of thgrid cell Hibler, 1979. Typical floes in the Baltic Sea are up
ice to be negligible, compared with the inertial acceleration.to 1-3 km in diameterl(epparanta et a).1998 Uotila, 2007).
The gravitational force produced by the sea surface tilt is ne-

glected as well (see scaling arguments in, d.gpparanta

2005. Thus, the motion of the ice is governed by the follow- 3 Model calibration and validation

ing momentum balance equation:

oU; Aj 1
— KxUj)=—(tai+7i —V.o,
( o7 + fkx |) oihi (TaI+TIW)+,Oihi o

where f is the Coriolis parametek =[0,0,1] ando is the

(29)

3.1 Model simulations and sea-ice data

The model was run for a period of July 2005-May 2008,
i.e., for three winter seasons. The maximum total ice ex-

internal ice stress tensor. The motion of the ice is driventent Smax during those winters was 2%A0%, 139x10° and

by the wind stress acting on the ice upper surfageand by
the bottom stress at the ice-water interfagg, The air-water
stress vectotyy, together withry; andry, are the three stress

49x10°km? (the smallest area ever recorded), respectively.
According to theSmyax-criterion, the winter 2005/2006 was
an average one (the medidpax for the period 1980-2008

components acting on the air-ice-water interfaces. They arés ~140x10°km?); it was therefore chosen in this study for

approximated by the following bulk formulae:

Taw = paCawl|UalUa, (30)
Tai = pPaCailUalUa, (31)
Tiw = pwCiw [Uj — Uw | (Ui —Uy), (32)

wherep,, denotes the water densiaw, Caj, Ciw are non-

a detailed analysis of the sea-ice variability in relation to at-
mospheric forcing. However, evaluation of the model’s per-
formance is based on data from the whole period of simula-
tion.

The adjustable model coefficients (empirical constants),
listed in Tablel, were calibrated to the measured tempera-
ture data from eight stations (circled dots in Fig.and to

dimensional drag coefficients for the air-water, air-ice, andthe satellite-derived ice concentrations. Initially, a set of re-

ice-water boundaries, respectively; ddglis the wind veloc-

alistic values was defined for each of the adjustable coeffi-

ity vector at 10 m above the water surface. The total surfacgsients (based on the values reported in the literature). The
stresst, returned to the hydrodynamic model by the ice- model was run for each possible combination of values from
dynamics module, is calculated as the weighted average ohese sets. The Nash-Sutcliffe effectiveness coefficient was
Tiw andaw: used as a measure of the model performance in order to se-
lect the optimal combination of the coefficients. The cali-
bration was performed in two stages. At the first, the co-
efficients important for the air-water fluxesy, ¢a, ce €tc.),

7= AiTiw + (1— Aj) Taw. (33)

The last term in Eq.49) is calculated with the Elastic-

Viscous-Plastic (EVP) model oHunke and Dukowicz
(1997. Compared with the “traditional” Viscous-Plastic
(VP) formulation byHibler (1979, it has two important ad-

calibrated previously to the old, hydrodynamics-only model
version, were re-calibrated to optimize the water-temperature
development during the whole period of study, including the

vantages. Firstly, it produces more accurate results for shortsummer seasons (Fig). After those parameters were set,
term variability of the forcing conditions (the VP model be- the remaining ones, directly related to the ice development,
ing rather suitable for studies on climatological time scales).were determined at the second stage, based on the satellite

Ocean Sci., 7, 25276, 2011 Wwww.ocean-sci.net/7/257/2011/



A. Herman et al.: Sea ice modelling in the Baltic Sea 263

with ice melting and/or very low ice concentrations. Thus,
in the case of the Baltic Sea, the data should be interpreted
with some cautionRudolph and Lehmani2006 provide an
example of applying these data for the Baltic Sea). To assess
reliability of the NSIDC data, we performed a qualitative, vi-
sual comparisons with the SMHI ice charts covering the time
period analyzed. In most cases, the NSIDC data agreed with
the SMHI charts very well. Some discrepancies observed
during this quality check are described in Se®® and4
below, together with discussion of the results.

Instead of comparing the simulated and the satellite-
derived ice concentrations in a point-by-point manner, we
divided the ice concentrations into five classes (0—20%, 20—
40%; etc.) and compared the area covered with ice con-
centrations from a given clas§? 20, §20740, . 807100
The analysis was performed separately for each of the five
subbasins shown in Fidl (no sea ice was present in the
time period considered in the Southern Baltic, except for
shallow coastal locations not resolved by the model). We
) find this approach to be less controversial in view of the

10 AN - 30 data uncertainties mentioned above. The simulated distribu-

15 20 25 . . . e L
tion of the ice thickness was additionally qualitatively com-
Fig. 1. Bottom topography of the Baltic Sea (in m). Small black pared With_ the SAR—ba;ed ice-thickness charts available at
dots show the SIDADS-data grid. Thick lines mark the boundariesttP://haavi.fimr.fi/polarview/charts.phprhe selected cases
of the five sub-regions analyzed in the paper (BB: Bothnian Bay,analyzed showed a very close agreement between those data
BS: Bothnian Sea, BP: Northern Baltic Proper, GF: Gulf of Finland, and the SMHI ice charts.
GR: Gulf of Riga); asterisks denote the location of sites for which
time series of the meteorological data representative of these region3.2 Model performance
were analyzed. The locations of the measurement stations used for
model evaluation are shown with numbered, circled dots. See texFigure 2 shows the simulated and observed water temper-
for a detailed description. ature and sea-ice parameters at four selected stations. The
simulated water temperatures at the Gulf of Finland’s stations
Muuga and Sillarée (Fig.2a, b; the results for Paldiski were
data. The calibrated values of the coefficients lie within thevery similar to those at Muuga and are therefore not shown)
range of values reported in the literature (eMeier et al,  were slightly underestimated in spring and overestimated in
1999 Wang et al, 2006. late summer and autumn. The correlation coefficients be-

In this study, we used the satellite-derived ice concentratween the observed and the modelled water temperature at
tions from the Nimbus-7 Scanning Multichannel Microwave these stations were high and exceeded 88% (T2bl&he
Radiometer (SMMR) and the Defense Meteorological Satel-modelled ice thickness values ranged from 12 to 20 cm and
lite Program (DMSP) SSM/I passive microwave data, avail-increased eastwards, the highest values being obtained at Sil-
able from the National Snow and Ice Data Center (NSIDC;lamae. The model showed the ice at Paldiski and Muuga to
Cavalieri et al, 1996, updated 2098 The ice concentration have been present during the 2005/2006 winter only, whereas
fields are available daily on a regular grid in the polar stere-Sillamae should have experienced ice during two winter sea-
ographic projection, with spatial resolution in the Baltic Sea sons: 2005/2006 and 2006/2007 (F2g., b). As shown by
region of about 25 km (black points in Fitj). For this study, the observed data, the ice was present there in all three winter
the data were linearly interpolated onto the model grid, withseasons analyzed. The observed and the modelled ice con-
nearest-neighbor extrapolation along the coasts. centrations at Muuga, Sillaie and Paldiski were scattered

Although the performance of the algorithm used to cal- over the entire range 0.0—1.0; the respective correlation coef-
culate the ice concentrations from the brightness temperficients were 76%, 45% and 72% (Tal@e
ature was assessed in numerous studies listpe//nsidc. The results for the stations Soru (Fig.) and Lehtma (not
org/data/docs/daac/nsidcOQf4&fc seaice.gd.htméind refer-  shown), both at the entrance to the Gulf of Riga, were very
ences therein), most of those studies dealt with the Arcticsimilar, the modelled water temperatures being underesti-
region, i.e., areas with consolidated and relatively thick packmated during spring and early summer and overestimated in
ice. The accuracy of the NSIDC data is estimated te-b&6 late summer. As far as the sea ice is concerned, the mod-
for such regions ane:15% for regions with thin ice and/or elling results showed only short episodes of the ice presence,
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Fig. 2. Time series of the selected measured and modelled parameters at stationgdjubijfamae(b), Soru(c) and Rarnu(d), see Table
and numbered sites in Fig. 1. The measured surface water temperatures were supplied by the BOOS data. The observed ice concentratior
were extracted from the NSIDC data.

as opposed to the observations revealing the ice to have beedanded to be higher than the observed ones at stations located
continuously present at those stations during the first twoin the Gulf of Riga, and lower in the Gulf of Finland (bigg
winter seasons analyzed. The model performed best at thim Table2).

station Rarnu (Fig.2d), both in terms of the water tempera- At the two offshore stations NBPro and SBotSea (hot
tures and the length of the simulated ice season. The modshown), the water temperature variability was simulated very
elled ice thickness was roughly inversely proportional to theaccurately (with correlation coefficients exceeding 98.4%).
ice temperature. Generally, the simulated ice concentrationgpart from the first season in the period analyzed, when the

Ocean Sci., 7, 25276, 2011 Www.ocean-sci.net/7/257/2011/



A. Herman et al.: Sea ice modelling in the Baltic Sea 265

Table 2. Measurement stations used for the model calibration andTable 3. Comparative statistics between the satellite-derived and
comparative statistics between the observations and modelling remodelleds®2%, ..., s8%-190in the five basins analyzed. Results
sults for these stations:( correlation coefficient in %¢gm: mean of the full dynamic-thermodynamic ice model.

difference between observations and modél; number of data

points). Station numbers as in Fif. Parameter Sio—zo Si20_40 Si40—60 Sieo—eo Si80—100
No. Station Water temperature Ice concentration Bothnian Bay
name r gm Np ’ gm Np r 72.5 —-6.2 11.2 30.7 62.9
gm -7.8 2.4 1.1 35 -1.0
1. Parnu 98.2 1.39 622 54.0-0.137 179 orms 10.4 3.7 3.6 6.0 10.5
2. Soru 94.2 0.93 240 34.8 —0.005 66 Np 376 396 395 390 372
3. Lehtma  89.1 1.12 865 44.9-0.093 61 .
4. Paldiski  88.2 0.14 688 722 0.138 56 Bothnian Sea
5. Muuga 96.3 0.34 509 764 0.080 69
6. Sillamde 98.4 1.38 840 485 0.260 107 " ?ig 7511 sz 81137 _17;'1
7. NBPro 986 020 228 - - - Zm e s 43 69 59
8. SBotS 98.4 —2.04 781 - - - rms : ' : ' '
ot>ea Np 405 337 281 212 167

Baltic Proper

) ) r 92.1 71.9 74.8 62.8 42.4

ice was present in both the observed and modelled data, the 4, _29 3.9 2.0 05 -01

observed ice concentrations at SBotSea did not exceed 0.2 oyms 5.2 3.8 2.0 1.5 0.8

in the winter of 2006/2007, and no ice was observed in the Np 405 223 118 112 84

very mil_d winter of 2007/2008. At NBPro, _the ice occurred Gulf of Finland

only during two decades of March 2006 (with concentrations

below 0.3). Hence, the data from those two stations were ” 1718 _332 2-‘; 722-1 8‘?3

hardly applicable for sea-ice model validation in the period ™ T ' ' : :
| d orms 7.2 3.8 3.9 3.1 3.8

analyzed. . o . ) i Np 405 404 404 404 395

The comparative statistics of the satellite-derived and sim- _

ulateds; in the five basins analyzed are given in TaBl&he Gulf of Riga

coefficients were calculated for the daily data between 1 Jan- , 79.2 1.7 -26 44.5 76.4

uary and 15 May during the three winters analyzed, for those ¢m -3.3 1.6 1.3 1.4 0.8

data pairs in which at least one value was different from zero orms 43 24 2.6 24 3.6

(numberN,, in Table3). Figures3 and4 show the time series ~ Mp 403 338 241 234 166

of the satellite-derived and modelled areas from different ice-

Concentratlon Classes durlng the Wlnter 2005/2006. AS Caﬁr (%): correlation coefficientym (l& kmz): mean difference between the observa-
! . tions and the modekyms (103 kmz): standard deviation of differences between the

be seen, the model reproduces the general features of the i8servations and the model: number of data pairs.

variability in the Baltic Sea quite satisfactorily. The correla-

tion coefficientsr between the modelled and observed data

are generally high fos”2° and s£°'%, and substantially One of the general shortcomings of the model is its in-
lower for the remaining concentration classes (T@I&Sim-  ability to reproduce properly the timing of ice melting in
ilarly, the mean differencgm between the observations and the spring months, especially in the Gulf of Finland and the
the modelling results is negative for areas with the lowest an(Bothnian Bay, where the ice may remain at some locations
the highest ice concentrations, and positive otherwise. Thigintil the second week of May (the SIDADS data agree very
feature can be partially attributed to the model deficienciesyyell with the SMHI ice charts for that period). The mod-

and partially to inaccuracies of the satellite data: visual com-g|ling results show the ice to disappear almost completely by
parison with SMHI ice charts leads to the conclusion that ar-mid_Apr”, ie., up to three weeks earlier than observed. Fu-

eas with medium ice concentrations tend to be overestimategre versions of the model should definitely get rid of this
in the SIDADS data — see Fidg and Supplement Figs. 1 yndesired behaviour.

and 2 for some examples. Additionally, in some situations pg already mentioned, and as shown in Figs4 and

and at some locations, the position of the ice edge, as COMraple 3, the model tends to overestimate/underestimate the
pared with ice charts, is better reproduced by the model thatjgh/low ice concentrations. After the onset of freezing in
by the SIDADS data (Fig5). Generally, the lowest-quality he early winter, which is reproduced with a reasonable ac-
results were obtained for the Gulf of Finland and the Gulf of curacy, the simulated ice concentrations grow too fast, espe-
Riga, the highest-quality results being those concerning thejaly in smaller basins. For example, in the second half of
more open basins: the Bothnian Sea and the Baltic Proper. january 2006, the observed and modelled total ice-covered
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Fig. 3. Time series of the area (in i@mz) covered with ice concentrations higher than 0.2 (continuous lines), 0.4 (dashed lines), 0.6
(dotted lines) and 0.8 (dash-dotted lines) for the five analyzed subbasins of the Balige-8gmarked in Fig. 1. Values calculated from the
satellite-derived (NSIDC) daily ice concentration fields interpolated onto the model grid.

areas (with4j>0.2) in the Bothnian Bay were approximately whereas the model showed a compact ice cover over most
equal, but the area with high ice concentratiod$>0.8) of the basin’s area. The difficulty of the model to “sustain”
produced by the model was too large. Similarly, throughoutmedium ice concentrations (0.3-0.7) is also clearly visible
most of February 2006, a mix of all ice concentrations couldin the larger, more open basins: the Bothnian Sea and the
be found in the satellite-derived data from the Bothnian Bay,Northern Baltic Proper (Figs3b, ¢ and4b, c). Throughout
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Fig. 4. As in Fig. 3, but for the simulated sea ice concentrations.

most of March 2006, the Bothnian Sea was almost entirelythe SIDADS ice concentrations for mid-March are generally
covered with ice floes and open ice. The model producedower than those in the SMHI charts. The modelling results
almost no ice in the central part of the basin, which led tofall in between the two observation-based data sets (Supple-
significantly underestimatesf® % and s°® %% values. Only  ment Fig. 2).

the compact ice cover (mainly along the coasts) could be | addition to the ice concentrations, the model also pro-
reproduced quite accurately. The same can be said aboyfces realistic ice thickness and velocity distributions (&ig.
the Baltic Proper. It should be mentioned, however, thatang Supplement Figs. 1 and 2). Typically, the simulated ice
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Fig. 5. Continued.

thickness varies between 10 and 40 cm over most of the iceerepancies between the modelled and observed sea ice
covered areas, with higher values occurring locally in somedistributions. The atmospheric model uses climatic sea-
coastal locations (temporarily exceeding 1 m in narrow em-surface temperature fields as the lower boundary conditions.
bayments during strong wind events). The modelled ice ve-Hence, the surface air temperatures are likely to be overes-
locities were typically lower than 0.3 n7$; only in open ar-  timated/underestimated in exceptionally cold/warm winters,
eas with low ice concentrations were higher values (up towhich may — at least in part — explain the patterns observed
0.6 ms1) observed. in the modelled sea-ice cover, i.e. the underestimated $ptal
Although it is difficult to quantify this effect, inaccu- during the rather cold winter of 2005/2006 and the overesti-
racies in the meteorological data used to drive the modemateds; during the extremely mild winter of 2007/2008.
must have played some part in the emergence of the dis-
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4 Meteorological forcing of the seaice reached its seasonal maximum (210° km?) at the end of
that period, which ended abruptly on 18 March, when a deep
4.1 Observed meteorological and sea-ice conditions low developed over Northern Scandinavia. Within one day,
during the 2005/2006 winter the atmospheric pressure dropped from over 1030 hPa to be-

low 995 hPa, and strong westerly and northwesterly winds

The meteorological conditions over the northern part of the(Fig. 6b—d) destroyed the ice cover, relatively uniform un-
Baltic Sea during the winter of 2005/2006 were typical of the til that time, especially in the Bothnian Sea (F&f). The
region at that time of the year. A number of synoptic-scalerest of the ice season was characterized by highly variable
low and high pressure systems, fronts, ridges and troughsveather conditions. As of the second week of April, the air
passed over the study area, leading to a high variability otemperatures remained generally abov&€qexcept for the
wind speed and direction, which resulted in the advection ofnight-time temperatures in the Gulf of Finland), leading to
air masses with different temperature, humidity, and cloudi-gradual melting of the ice cover.
ness. Atmospheric conditions seldom remained fairly con-
stant for more than one or two days. Considering a typical4.2 Sea-ice-meteorology relationships
size of the synoptic-scale pressure systems over the North-
ern Europe, the fields of the atmospheric parameters can bdot surprisingly, the ice concentrations in the Baltic Sea de-
regarded as time-varying, but spatially uniform within the pend strongly on the atmospheric forcing. In this section, the
Baltic Sea subbasins. The time series of the air temperaturdime-lagged correlations betwesfi 29, ..., s8%1%0and the
atmospheric pressure, wind speed and direction in five loselected meteorological parameters representative of the five
cations representative of the basins analyzed here (stars ipasins (see Figl) are analyzed for all three winters in the
Fig. 1) are shown in Fig6. simulation period. Prior to the analysis, the atmospheric data

A number of specific synoptic situations occurred dur- were smoothed with a three-day moving-average filter; the
ing the analyzed period (see e.g. weather charts available &moothed quantities are henceforth denoted with overbars. In
http://www.wetter3.de The first was a cold-air outbreak on terms of the correlation patterns obtained, the basins may be
19-21 January, associated with a high pressure system cegubdivided into two groups: one containing the larger, more
tered to the north-east of the Baltic Sea. Advection of anopen basins, i.e., the Bothnian Sea and the Baltic Proper; the
extremely cold Arctic air mass from the north of Asia led to other grouping the remaining, smaller ones. The results for
a sudden temperature drop, especially over the Bothnian Baghe Bothnian Bay and the Baltic Proper are presented below
(down to—27°C) and the Gulf of Finland (down te20°C).  as representative of those two groups of basins.
Although the event was relatively short-lived and the air tem-  In the case of the air temperaturg, its relationship with
peratures returned quickly to abové °C, it initiated rapid S is quite straightforward: during periods with low/high,
freezing in the Bothnian Bay, Gulf of Finland and the Gulf the ice concentrations increase/decrease, which explains the
of Riga (Figs.3 and4), where it can be regarded as the onsetcorrelation patterns in Figa, showing linear correlation co-
of the ice season that year. Another cold period occurred irefficients between the fiv§ classes an', for the Bothnian
the first week of February, when a large cyclonic meander ofBay and the Baltic Proper. The correlation coefficients vary
the polar front occupied most of the North-Eastern Europe slightly with the time lag, but generally exceed.6 for areas
A few smaller pressure systems moved over the Baltic Seavith high Aj and—0.6 for areas with lowd; or ice-free. The
during that period, leading to variable and relatively strongdifference between the panels in Fi@ results from the fact
winds from various directions. Generally, between the secthat, whereas the Bothnian Bay is covered with ice through-
ond week of January and the first week of February, theout most of the winter season, the Baltic Proper is typically
winds were strong, particularly in the Baltic Proper and theice free. Thus, at low temperatures, the consolidation of the
Bothnian Sea, where about ten events with wind speed ovealready existing ice cover in the Bothnian Bay and the for-
10 ms ! were recorded (Figsc). Crucial for the sea-ice de- mation of a new ice in the Baltic Proper are the dominant
velopment was the period in mid-March. From 1 March, processes responsible for the patterns illustrated in #ig.
the air temperatures remained below over the whole  Apart from T4, the smoothed diurnal temperature variations
area analyzed, which — in combination with relatively calm AT, (with AT, defined as the difference between the max-
weather — led to sea-ice formation not only in small basins,imum and minimuni, on a given day) affect the ice cover,
but also in the Bothnian Sea and Northern Baltic Properespecially in the more open basins (Fip). Importantly,
(Supplement Fig. 2). Between 13 and 17 March, the Balticthere is no statistically significant correlation betw&gand
Sea was under the influence of a stable high-pressure sysATy, i.e., the influence of those parametersSpmay be re-
tem located to the south of the main flow within the polar garded as independent of each other.
front. The winds were weak and, due to low cloudiness, The influence of the wind is much more pronounced in
a strong diurnal cycle of the air temperatures could be obthe larger basins (the Bothnian Sea and the Baltic Proper)
served, particularly over smaller basins affected by the surthan in the smaller ones. Strong winds and wind-induced
rounding land. The total ice-covered area in the Baltic Seacurrents tend to break and fragment the ice cover, thus
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Fig. 6. Time series of the air temperatu@), atmospheric pressu(b), wind speedc) and direction(d) in winter 2005/2006 at five sites
marked with asterisks in Fig. 1. The temporal resolution is 1(aji) and 12 h in(c, d).

expanding/reducing areas with low/high. In the large  axis) has an understandably stronger influence than the W-E
basins, typically only partly covered with ice, the ice broken component (the left-hand panels in Fig, d).

by winds tends to disperse over large, previously ice-free ar- Generally, the strong correlations (and clear-cut correla-

eas (especially by changing wind directions). This explainstion patterns) obtained here suggest an interesting possibility
the positive correlations fojiio_20 and the negative correla- of developing a multiple-regression or neural-network model

tions for the remaining fous; classes (the right-hand panels capable of predicting the basin-wide ice conditions from the

in Fig. 7c, d). In smaller basins, with ice covering most of time series of atmospheric parameters. It would definitely be

their area, the change from a positive to a negative correlaan appealing and relevant, practice-oriented, line of further

tion is shifted towards higher ice concentrations. Moreover,research.

in the smaller basins, the wind direction seems to be more

important for the correlations analyzed: in the Bothnian Bay

the N-S wind component (i.e. approximately along the basin
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4.3 The role of ice dynamics wheregm, values are up to ten times lower than those obtained
with the thermodynamic module alone (Ta#)e
The ice in the Baltic Sea is relatively thin and thus can be The smooth course of th§ curves is not surprising in
easily deformed by dynamic processes such as winds, curview of the relationships between the meteorological forcing
rents, waves, and water-level variations. During strong windand the ice concentrations discussed in the previous section.
events, even areas with a consolidated ice cover are pron&enerally, dynamic processes lead to a higher variability of
to the influence of the dynamic factors, as clearly shown byA; and i, both spatially (large differences of; and#; in
Uotila (2001, Wang et al.(2006§ and others. Therefore, it neighbouring grid points) and temporally. A purely thermo-
is of crucial importance for a Baltic sea-ice model to repro- dynamic ice model producés and A; distributions that are
duce the ice dynamics properly. This is succinctly demon-spatially very uniform. This is in agreement with results re-
strated by the results of simulations performed with the ice-ported byMeier et al.(1999 who performed a similar nu-
dynamics module turned off (Fig). Even though the corre- merical experiment. Moreover, although no ice is produced
lation coefficients between the observations and the results afr melted due to the dynamics alone, the dynamic redistri-
the thermodynamic-only simulations are in some cases equdlution of ice indirectly affects the temporal evolution of the
to or even higher than those yielded by the full sea-ice modetotal ice volume due to the modified surface fluxes and the to-
(Tables3 and 4), the dynamic-thermodynamic model pro- tal stresg “experienced” by the hydrodynamic model. Each
duces a lower biasgf;) and a lower standard deviation of of the two factors leads to differing water temperatufgsn
differences §ms). The positive role of the dynamic mod- the upper layers of the model: changes of the surface fluxes
ule is most pronounced in areas with compact §&7%),  influence,, directly, whereas changesirproduce different
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Table 4. Comparative statistics between the satellite-derived andcurrents (Fig.10), whereby crac;ks and leads (seen _bOth m
modelleds®-20 §80-100 i, the five basins analyzed. Results the modelresults and observations) were produced in the ice
LS .

of the thermodynamic ice model. cover in the northern part of the basin. The modelling results
obtained with and without the ice dynamics differed in some
Parameter Sio_zo Sizo_40 Si40_60 Sie,o_so Sigo_loo gztportant“a_seects. If the dynamics is _ignored, the ice cover
s as a “lid” on the sea surface, cutting off the momentum
Bothnian Bay flux from the atmosphere. As a consequence, the surface cur-
’ 85.8 42.1 122 _21 74.0 rents under the ice are very weak (usually under 10chs
gm 2.9 3.8 25 4.8 —14.4 and the influence of the ice edge on the water circulation can
orms 7.2 2.9 3.1 6.4 10.1 be clearly seen (white contours in FigQ). If the ice dy-
Np 332 372 385 401 404 namics is included, the surface currents form a more uniform

system encompassing the whole basin and the currents in the

Bothnian Sea . . .
ice-covered zone are stronger, up to 30-35chis the sit-

r 84.7 66.6 48.2 51.0 57.4 uation analyzed (FiglOb, d). Differences in the circulation
qm -15 4.7 2.0 08 —64 led to different sea surface temperatures, particularly after
Orms 8.5 5.8 51 7.4 8.0

the wind direction reversal on 26 January 2006 when, if the

Np 405 343 212 287 282 dynamics is turned on, water with temperatures up t6¢0.3
Baltic Proper appears in the northern part of the Bothnian Bay. Not sur-
- 916 779 88.0 661 48.9 prisingly, without the dynamics, water temperature under the
gm 24 4.0 1.9 02 -13 ice hardly changes during the period analyzed. Taken to-
orms 4.8 4.0 29 1.4 1.22 gether, the two factors — mechanical fractionation and higher
Np 405 225 132 130 151 surface water temperatures — led to intensified bottom and

lateral melting and, consequently, to the decreasé.ethat

Gulf of Finland could not be modelled with the thermodynamic module alone

r 89.5 -145 28.1 76.4 84.3 (Fig. 9). A similar set of factors was responsible for the “de-

qam -8.9 5.3 3.4 27 =25 struction” of the ice cover in the second half of March.

orms 5.0 3.2 35 3.6 4.5 The results presented here illustrate complex interrelation-

Np 405 404 404 404 400 ships between the thermodynamic and dynamic sea-ice pro-
Gulf of Riga cesses. They are definitely sensitive to the details of model

formulation (i.a., to the rate of the lateral melting), but the
; 8‘2"'2 3;"8 25.: 511'(? 37‘21'8 general conclusions are undoubtedly valid. Qualitatively, the
m —<. . . . —O. . ..
oims 35 21 21 54 38 results of the full thermodynamic-dynamic ice model show

Np 380 332 255 239 195 a better agreement with observat.|ons than the results pro-
duced by the purely thermodynamic model do.

5 Summary and conclusions

surface circulation and mixing patterns. Moreover, redistri- ) ) ) _

bution of the ice in the:j and A; space modifiegiotai and The numerlpal dynamlc—thermodynamlc sea-ice model pre-
Frotiw, directly influencing the freezing/melting rates. sented in this study was applied to the analysis of short-term
i variability of the sea ice in the Baltic Sea. The study demon-

of change of the total ice volumice in a given basin — strated strong relationships between the ice cover variabil-
Fig. 9 presents an example for théCTBothnian Bay, obtainedity and the ex_ternal forcing on the synoptic time sca_lle_._ As

with the dynamic part of the ice model turned or; and off. already mentloned, thege results suggest the feaS|b|I|ty. of
Temporal changes dfice illustrate the problem better than constructing a no.n—phyS|_caI_(e.g_. neura] network-based) ice
the Vice itself, because they enable to easily identify periodsmOdel.for the Baltic Sea,.lmk!ng tlme' sernes of selected mgte-
with nearly thermodynamic ice growth/decay from periods orological parameters Wlth time series of ice conceqtratlons
during which the dynamics is important. In the case of theand volume. Another important aspect of the sea-ice phe-

Bothnian Bay in the winter analyzed, thermodynamic pro- nomena in the Baltic Sea discussed in this paper concerns

) : ; the role of ice dynamics. It was shown to influence not only
cesses clearly dominated during the cold-air outbreak around_~ . . }
. S e ice cover itself, but also the thermal regime of the surface
20 January 2006 and during another cold period in early

February (Fig6a). Between those two periods, the air tem- water layers and the three-dimensional circulation patterns in

. ) : the basins affected.
peratures were close to the freezing point and, most impor-

tantly, the wind direction changed from E-NE to W-NW
(Fig. 6d), which was followed by a reversal of the surface

The role of ice dynamics is well illustrated by the rate
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Fig. 8. As in Fig. 3, but for the sea ice concentrations simulated with the dynamic part of the sea-ice module turned off.

The results of quantitative comparisons between theproved lateral-melting formulation, as the results obtained so
simulated ice concentrations and the satellite-derived dat#ar suggest this process to be crucial for accurate simulation
presented in this paper can be regarded as satisfactory ef temporal changes of ice concentrations.
particularly in view of the fact that no corresponding com-
parisons can be found in the literature. However, the re-Supplementary material related to this
sults demonstrate the need for further improvements and dearticle is available online at:
velopments of the model, including those concerning thehttp://www.ocean-sci.net/7/257/2011/
model’'s behaviour during the melting season. Importantos-7-257-2011-supplement.zip
tasks planned for the future include implementation of var-
ious ice and snow classes as well as development of an im-
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Fig. 9. The rate of change in the total ice voluige (in km3 d~1) in the Bothnian Bay in winter 2005/2006, as obtained with the dynamic-
thermodynamic (continuous line) and purely thermodynamic (dashed line) ice model.
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