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Abstract. The dynamical balance of the Antarctic Circum-
polar Current and its implications on the functioning of the
world ocean are not fully understood and poorly represented
in global circulation models. In this study, the sensitivities of
an idealized Southern Ocean (SO) storm track are explored
with a set of eddy-rich numerical simulations. The classical
partition between barotropic and baroclinic modes is sen-
sitive to current–topography interactions in the mesoscale
range 10–100 km, as comparisons between simulations with
rough or smooth bathymetry reveal. Configurations with a
rough bottom have weak barotropic motions, ubiquitous bot-
tom form stress/pressure torque, no wind-driven gyre in the
lee of topographic ridges, less efficient baroclinic turbulence
and, thus, larger circumpolar transport rates. The difference
in circumpolar transport produced by topographic roughness
depends on the strength with which (external) thermohaline
forcings by the rest of the world ocean constrain the strat-
ification at the northern edge of the SO. The study high-
lights the need for a more comprehensive treatment of the
Antarctic Circumpolar Current (ACC) interactions with the
ocean floor, including realistic fields of bottom form stress
and pressure torque. It also sheds some light on the behav-
ior of idealized storm tracks recently modeled: (i) the satura-
tion mechanism, whereby the circumpolar transport does not
depend on wind intensity, is a robust and generic attribute
of ACC-like circumpolar flows; (ii) the adjustment toward
saturation can take place over widely different timescales
(from months to years) depending on the possibility (or not)
for barotropic Rossby waves to propagate signals of wind
change and accelerate/decelerate SO wind-driven gyres. The
real SO having both gyres and ACC saturation timescales

typical of our “no gyre” simulations may be in an intermedi-
ate regime in which mesoscale topography away from major
ridges provides partial and localized support for bottom form
stress/pressure torque.

1 Introduction

The strength of the Antarctic Circumpolar Current (ACC) is
controlled at first order by a balance between the eastward
momentum imparted by the persistent Southern Ocean (SO)
winds and the topographic form stress at the ocean bottom
(Munk and Palmén, 1951; Hughes and de Cuevas, 2001).
The bulk of the bottom pressure gradients is thought to be
provided at the major submarine ridge (Kerguelen Plateau,
Macquarie Ridge, Scotia Arc and East Pacific Rise) and the
South American continent (Munk and Palmén, 1951; Gille,
1997; Masich et al., 2015).

Along with their decelerating action on the mean flow,
the major ridges result in strong inhomogeneity of the SO
dynamics. Indeed, they act to concentrate and energize the
eddy activity downstream of the topography, in regions of-
ten referred to as “storm tracks”. The underlying process is a
local intensification of the baroclinicity and baroclinic insta-
bility of the flow (Bischoff and Thompson, 2014; Abernathey
and Cessi, 2014; Chapman et al., 2015). Localized baroclinic
instability goes in hand with a suppression of eddy growth
away from the ridge (Abernathey and Cessi, 2014). Over-
all, ridges profoundly shape the SO dynamics, stratification
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(Abernathey and Cessi, 2014; Thompson and Naveira Gara-
bato, 2014) and subduction hotspots (Sallée et al., 2010).

Another potentially important aspect of the dynamics
through which ridges affect the SO circulation is the forma-
tion of closed recirculating gyres driven by Sverdrup-like dy-
namics that coexist with the circumpolar flow (Tansley and
Marshall, 2001; Jackson et al., 2006). From idealized nu-
merical simulations of the ACC, it was recently highlighted
by Nadeau and Ferrari (2015) that increasing wind inten-
sity leads to increasing gyre circulation without modification
of the circumpolar transport, suggesting that the saturation
of the circumpolar transport with increasing winds may be
connected with gyre dynamics. Patmore et al. (2019) further
highlighted that ridge geometry is important for determining
gyre strength and the net zonal volume transport.

Apart from the major ridges (Fig. 1), the seafloor is shaped
by topographic features with horizontal scales from hundreds
of meters to tens of kilometers (mainly abyssal hills), which
are thought to dissipate most of the large-scale wind power
input in the SO through the generation of internal lee waves
(Nikurashin and Ferrari, 2011) and to provide high abyssal
mixing (Nikurashin and Ferrari, 2010a). But a substantial
fraction of the bottom topography variance is also contained
at scales in between the major ridges (100 km and larger) and
the typical width scale of the abyssal hills (O 1–10 km; see
Goff and Jordan, 1988; Nikurashin and Ferrari, 2010b). This
range of topographic scale between 10 and ∼ 100 km will be
referred to as “mesoscale” and is in part associated with the
abyssal hills (e.g., Goff and Arbic, 2010)1. The influence of
mesoscale topography on SO dynamics is expected to be of
second order because they are less effective than large-scale
ridges at arresting the time-mean ocean circulation through
form stress (Naveira-Garabato et al., 2013; see also Tréguier
and McWilliams (1990) for numerical evidence of this).

Using zonally re-entrant channel simulations with a merid-
ional ridge, this study investigates the sensitivity of an ideal-
ized SO storm track to the presence or absence of mesoscale
topographic irregularities, a case that has not been investi-
gated in Treìguierand McWilliams (1990). Surprisingly, our
results show that the form stress exerted by the mesoscale to-
pography has a major influence on the ACC transport, albeit
indirectly. How this influence plays out in different settings
is explored via sensitivity runs to the model northern bound-
ary restoring (i.e., to the nature of the coupling between the
SO and the rest of the word ocean) and wind strength. Un-
packing the causes of the rough topographic influence sheds
some light on the key processes that structure the SO circula-
tion, namely flow–topography interactions and their potential
control over the barotropic flow and waves, the form stress
and its role in the vorticity balances, and the baroclinic in-
stability. The numerical experiments are presented in Sect. 2.
Section 3 is focused on the description of diagnostics for the

1Abyssal hills frequently have a length–width aspect ratio of 5
or more (e.g. Goff and Arbic, 2010).

dynamics in our different sensitivity runs. In Sect. 4, we com-
bine these “pieces of the puzzle” and attempt to compose a
unified dynamical interpretation of our results in the form of
a causal chain of elementary processes. Concluding remarks
are given in Sect. 5.

2 Model

2.1 The numerical setup

The numerical set up consists of a periodic channel config-
uration of 4000 km long (Lx , zonal direction) and 2000 km
wide (Ly , meridional direction), with walls at the northern
and southern boundaries. It is inspired from the simulations
described in Abernathey et al. (2011) and Abernathey and
Cessi (2014), and it aims to represent a zonal portion of the
SO (Fig. 2).

The numerical code is the oceanic component of the Nu-
cleus for European Modeling of the Ocean program (NEMO;
Madec, 2014). It solves the three-dimensional primitive
equations discretized on a C-grid and fixed vertical levels
(z coordinate). Horizontal resolution is 5 km. There are 50
levels in the vertical, with 10 levels in the upper 100 m and
cell thickness reaching 175 m near the bottom. Precisely, the
thickness of the bottom cells is adjusted to improve the repre-
sentation of the bottom topography, with a partial step thick-
ness set larger than 10 % of the standard thickness of the grid
cell. The model is run on a β plane with f0 =−10−4 s−1 at
the center of the domain and β = 10−11 m−1 s−1 the deriva-
tive of the planetary vorticity. A third-order upstream biased
scheme (UP3) is used for both tracer and momentum ad-
vection, with no explicit horizontal diffusion (implicit diffu-
sion can be diagnosed whenever necessary; see for instance
Jouanno et al., 2016). The vertical diffusion coefficients are
given by a generic length scale (GLS) scheme with a k–ε tur-
bulent closure (Reffray et al., 2015). Bottom friction is lin-
ear with a bottom drag coefficient of 4× 10−4 m s−1 and is
computed based on an explicit formulation. The free surface
formulation is linear and uses a filtered free-surface scheme
(Roullet and Madec, 2000). We use a linear equation of state
with temperature as the only state variable and a thermal ex-
pansion coefficient α = 2×10−4 K−1. The temporal integra-
tion involves a modified leap-frog Asselin filter, with a coef-
ficient of 0.1 and a time step of 400 s.

The forcing consists of an eastward wind defined as

u10 = U0 sin
(
πy

Ly

)
, (1)

with U0 = 10 m s−1. The wind stress is calculated using the
formulation from Large and Yeager (2009). This leads to a
maximum wind stress of 0.14 N m−2 at Ly/2 and zero wind
stress curl at the northern and southern walls.

At the northern boundary, the model can be restored to-
ward an exponential temperature as motivated by observa-
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Figure 1. Topography (m) of the Southern Ocean from ETOPO2 (National Geophysical Data Center, NOAA). The red dashed areas indicate
areas with a topographic roughness (computed as the variance in the topography over an area of 100km× 100km as in Wu et al., 2011)
between 3× 104 and 105 m2. The main pathway of the ACC is identified by two isocontours (0.4 and 1 m) of mean dynamical topography
from AVISO.

tions (Karsten and Marshall, 2002) and following the formu-
lation proposed in Abernathey et al. (2011):

Tnorth (z)=1T ×
(
e
z
h − e−

H
h

)/(
1 − e−H/h

)
, (2)

with 1T = 8 ◦C, H = 4000 m the depth of the domain and
h= 1000 m. The relaxation coefficient varies linearly from 0
at y = 1900 km to 7 d at Ly .

The surface heat flux Qair-sea is built using a relax-
ation method toward a prescribed sea surface temperature
(SST) climatology. It depends on a sensitivity term γ set to
30 W m−2 K−1 (Barnier et al., 1995) and on the difference
between Tmodel and a predefined climatological SST field
Tclim:

Qair-sea = γ (Tclim− Tmodel), (3)

with Tclim(y)=1T × y/Ly .
Simulations have been performed with two types of to-

pography. All include a Gaussian-shaped ridge centered in
the middle of the domain (x = 2000 km). The height of
the meridional ridge is given by h0e

−x2/σ 2
−H , with h0 =

2000 m the maximum height of the ridge, σ = 75 km and
H = 4000 m the maximum depth of the domain.

2.2 Sensitivity to bottom roughness and northern
restoring

We performed two sets of simulations that differ in their
bathymetry outside the ridge (Fig. 2b, c). In R+F (for ridge
and flat) simulations, the bottom floor outside the ridge is
flat and located at 3500 m depth (hrms = 0 m). In R+R (for
ridge and rough) simulations, the bottom depth outside the
ridge varies between 3000 and 4000 m depth with random
fluctuations of horizontal wavelength between 10 and 100 km
(hrms = 250 m) and the constraint that the averaged depth re-
mains 3500 m as in R+F. The bottom roughness, defined as
the variance in the bottom height H , is 6.2× 104 m2. This
choice of roughness and horizontal scales is consistent with

the characteristics of some SO topography but not for all the
sectors (Fig. 1; see also Wu et al., 2011, or Goff, 2010). The
impact of spatially varying roughness is not addressed in this
study and would deserve dedicated sensitivity experiments to
connect finely with the dynamics of the real Southern Ocean.

Restoring temperature toward a prescribed stratification
profile at the northern boundary exerts a strong constraint on
the model solution and can partially account for the influ-
ence of low-latitude and northern hemispheric ocean sectors.
Channel configurations with limited meridional extent have
alternatively been using strategies with or without north-
ern restoring (e.g., Abernathey et al., 2011; Abernathey and
Cessi, 2014). In order to test the sensitivity of our results to
this constraint, we performed additional experiments without
restoring, which are referred as R+Fnr and R+Rnr.

The four simulations (R+F, R+R, R+Fnr and R+Rnr)
are initialized with the same initial conditions consisting of
an ocean at rest and a stratification given by the stratifica-
tion prescribed at the northern boundary. They are integrated
over 150 years. Unless otherwise stated, monthly instanta-
neous fields from the last 10 years are used for diagnostics.
In addition, simulations with increased wind forcing (maxi-
mum wind stress of 0.28 N m−2 at Y = Ly/2) have been in-
tegrated for 30 years, starting from the equilibrium state of
the reference set of simulations (forced with maximum wind
stress of 0.14 N m−2 as mentioned above).

2.3 Vorticity balance

The barotropic vorticity (BV) balance plays a key role in
the analysis of our model runs. The time-mean BV equation
reads as follows (see Jackson et al., 2006, and Hugues and
De Cuevas, 2001, for physical insight):

βV = J (pb,H)+ k∇ × τw− k · ∇ × τb+ k∇ ×A, (4)

with V the integrated time-mean meridional velocity,
J (pb,H) the bottom pressure torque – with pb pressure at
the seafloor and H the ocean depth – and k · ∇ ×A the non-
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Figure 2. 3D representation (a) of instantaneous temperature (rectangular box, color scale ranges from 0 to 8 ◦C) and zonal velocity (vertical
section) for the simulation R+R after 200 years. The domain is a 4000 km long by 2000 km wide re-entrant channel. The maximum depth
is 4000 m with irregular bottom topography bounded at 3000 m and a Gaussian-shaped ridge of 2000 m located at x = 2000 km, which limits
the ACC transport and generates a standing wave downstream as seen in the surface temperature. Topography at y = 1000 km in the two
simulations: (b) R+F and (c) R+R. The rms height in R+R averaged within 50km× 50km areas out of the region of the ridge is 250 m.

linear advection term. The different terms were evaluated by
taking the curl of the depth-integrated momentum balance
terms computed online. The contributions of the lateral and
temporal diffusion are very weak and are not shown.

3 Results

3.1 Overall characteristics of the simulations

Independently of bottom roughness or northern restoring, the
topographic ridge forces a large-scale standing meander in
its lee (Fig. 3a, d), as found in previous studies (Abernathey
and Cessi, 2014, Nadeau and Ferrari 2015; Chapman et al.,
2015). The baroclinic instability of the meander, as revealed
by the distribution of vertical eddy buoyancy flux (Fig. 3c, f;

<w′b′ > with w′ and b′ the vertical velocity and buoyancy
anomalies with respect to time-averaged values, < ·> the
0–500 m vertical averaging, and · the 10-year temporal aver-
aging), energizes the eddy field in the∼ 500 km downstream
of the ridge (Fig. 3b, e). Further downstream, the energy of
the eddies drops off. The resulting EKE distribution is typi-
cal of SO storm tracks as described for example in Chapman
et al. (2015). The kinetic energy of the mean flow (MKE;
Fig. 4a), the eddy kinetic energy (EKE; Fig. 4b), and the
marked isopycnal slope in the upper 1000 m (Fig. 5c) all il-
lustrate the strong baroclinic character of the dynamics.

The equilibrium state of the different simulations is almost
achieved after 100 years as indicated by the stabilization of
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Figure 3. KE (m2 s−2), EKE (m2 s−2) and <w′b′ > (m2 s−3) averaged between the surface and 500 m. These fields have been computed
using instantaneous monthly data for the last 10 years of the simulation (a–c) R+F and (e–f) R+R.

the zonal transport and total kinetic energy (KE; Fig. 5a, b)2.
The topographic drag of the ridge constrains the zonal flow
to transports between 25 and 75 Sv (sverdrups) . These val-
ues are weak compared to the barotropic transport obtained
for similar channel simulations with a flat bottom (∼ 800 Sv
in Abernathey and Cessi, 2014) or rough topography only
(∼ 300 Sv in Jouanno et al., 2016), but they are in line with
configurations with a ridge (∼ 90 Sv in Munday et al., 2015
or Marshall et al., 2017; ∼ 60 Sv in Abernathey and Cessi,
2014).

2The total KE and the transport take more time to equilibrate in
R+R than in R+F (Fig. 5a), with a large KE increase in the first
10 years of spinup and a KE decrease in the following ∼ 90 years.
This slow decrease in the domain-averaged kinetic energy in R+R
between years 10 and 100 is related to a slow destratification of the
southernmost part of the domain (the weak stratification of the final
state can be seen in Fig. 5c). As indicated in Sect. 2, the simulation
is initialized using a stratified density profile. During the first years
of the simulation there is enough background stratification to sus-
tain the existence of baroclinic eddies over the entire domain. The
subsequent uplifting of the isopycnal and associated destratification
in the south progressively prevents the existence of baroclinic ed-
dies, while barotropic eddies cannot develop due to the strong con-
straint exerted by the bottom form stress. At equilibrium, the region
located between Y = 0 and ∼ 500 km is devoid of eddies. The time
taken for this sequence to unfold may explain the slower transport
equilibration in this simulation.

3.2 Sensitivity to bottom roughness

We now describe the influence of bottom roughness on the
channel dynamics. We do this by comparing the main at-
tributes of simulations R+F and R+R side by side. We
start with the simulations including northern restoring be-
cause their sensitivity to topography is simpler; the northern
restoring acts on the density structure so the mean state does
not depart too much between the two simulations. The key
result is that bottom roughness leads to a ∼ 60 % increase in
the zonal transport (Fig. 5b) from 45 to 72 Sv. These changes
of zonal transport are associated with profound modifications
of the overall dynamics.

3.2.1 Vertical structure of the flow

The vertical structure of time-mean and transient flow com-
ponents is very sensitive to bottom roughness. In the lati-
tude range where the ACC is located, the flow is impacted
(above 700 m) as revealed by values of MKE and EKE that
are larger in R+F compared to R+R (Fig. 4a, b). Most
importantly, finite values of MKE and EKE persist below
1000 m in R+F (Fig. 4a, b), indicative of a significant con-
tribution of the barotropic mode, while MKE and EKE are
vanishingly small in the deep layers of R+R. This agrees
with the modal decomposition carried out at y = 1000 km
(Fig. 6). The barotropic mode contains most of the energy in
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Figure 4. Vertical profile of (a) kinetic energy of the mean flow (m2 s−2), (b) eddy kinetic energy (m2 s−2) and (c) <w′b′ > the vertical
eddy buoyancy flux (m2 s−3) as a signature of baroclinic energy transfer from eddy potential energy to eddy kinetic energy. Diagnostics use
the last 10 years of the simulations and were averaged over the full domain in the zonal direction and between y = 500 km and y = 1500 km
in the meridional direction. The velocity (u′, v′, w′) and buoyancy (b′) anomalies use to compute the eddy kinetic energy in (a) and the
buoyancy flux in (c) are anomalies with respect to the 10-year temporal mean. The kinetic energy of the mean flow (MKE; a) is computed
using 10-year-averaged velocities.

R+F, while the energy in R+R is almost evenly distributed
between the barotropic and first baroclinic mode.

The spectral analysis in Fig. 7 highlights the profound dif-
ferences between the two solutions. Near the ocean floor, up
to ∼ 1500 m depth, bottom roughness energizes the flow at
wavelengths finer than ∼ 30 km – a wavenumber of 1/(2×
10−4) rad m−1. On the other hand, it is responsible for a
marked reduction of deep ocean KE at wavelengths larger
than∼ 30 km, i.e., both at large scale and mesoscale. This di-
rectly affects the flow up to 1500 m, i.e., at depths well above
the bottom floor (Fig. 7b).

The changes in the vertical structure of the flow can be in-
terpreted as follows: bottom roughness forces the mean and
eddy bottom flow to near-zero levels and thus weaken the
barotropization process for both the large and mesoscale dy-
namics. This echoes recent findings by LaCasce (2017) that
bathymetric slopes promote surface intensified modes.

3.2.2 Storm track intensity

More locally, dynamics in the lee of the ridge is largely af-
fected by bottom roughness. The comparison between R+F
and R+R shows that bottom roughness reduces the zonal

extent of the standing meander (Fig. 8a; see also Fig. 3) and
the EKE levels in the lee of the ridge (Fig. 8b). This is associ-
ated with a weakening of the local baroclinic instability con-
version, as revealed by weaker vertical eddy buoyancy flux
in R+R in the vicinity of the ridge and meander (Fig. 8c).
The response is distinct in the rest of the domain where bot-
tom roughness leaves EKE levels approximately unchanged
(Fig. 8b) and even slightly increases EKE along the ACC
path (compare Fig. 3b and e).

3.2.3 Strength of the gyre mode

Wind-driven gyres in the lee of tall topographic ridges are
a potential attribute of the SO circulation that has received
recent attention (Nadeau and Ferrari, 2015; Patmore et al.,
2019) but still need to be better understood, including obser-
vationally. Essential to making progress is to understand the
ACC response to wind stress curl input and balance of vortic-
ity. In R+F the barotropic streamfunction (Fig. 9a) reveals
the presence of closed recirculating gyres in the lee of the
meridional ridge, consistent with the double-gyre circulation
found by Nadeau and Ferrari (2015) in the presence of a tall
ridge. When rough topography is added, the southern (resp.
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Figure 5. The 150-year time series of (a, d) domain-averaged total kinetic energy (units: m2 s−2), (b, e) transport (units: Sv) and (c, f) sections
of zonally averaged mean temperature for the last 10 years of the simulations (contours ranging from 1 to 7 ◦C). Simulations with restoring
at the northern boundary (R+R and R+F) are shown in (a) and (c), and simulations without restoring (R+Rnr and R+Fnr) are shown in
(b) and (d). In (c), the vertical dashed line indicates the limit of the restoring zone at the northern boundary.

Figure 6. Normal mode analysis: (a) the first three baroclinic modes at position (x = 0; y = 1000 km) for the experiment flat and (b) kinetic
energy (m2 s−2) contained in each mode, with mode 0 corresponding to the barotropic mode. The kinetic energy given in (b) results from a
combination of, first, spatial averaging over 40 profiles taken at the central latitude (y = 1000 km) and regularly spaced in longitude all along
the channel and, second, temporal averaging 120 snapshots obtained at monthly frequency over the last 10 years of simulations R+F and
R+R.

https://doi.org/10.5194/os-16-1207-2020 Ocean Sci., 16, 1207–1223, 2020



1214 J. Jouanno and X. Capet: Connecting flow–topography interactions

Figure 7. Kinetic energy power spectra (log10 m3 s−2) as a function of wavenumber (rad m−1) and depth for simulations R+F and R+R.
Spectra are built using instantaneous velocity taken each month of the last 10 years of simulations. Spectra were computed only for depths
fully filled by the ocean, outside of the ridge.

Figure 8. Zonal distribution of 10-year-averaged (a, d) mean kinetic energy (m2 s−2), (b, e) eddy kinetic energy (m2 s−2) and (c, f)<w′b′ >
vertical eddy buoyancy flux (m2 s−3). Quantities were averaged over the full domain in the meridional direction and between the surface and
500 m depth. The velocity (u′, v′, w′) and buoyancy (b′) anomalies use to compute the eddy kinetic energy in (a) and the buoyancy flux in
(c) and(f) are anomalies with respect to the 10-year temporal mean.

northern) gyre completely (resp. nearly) disappears (Fig. 9c
and e, where the meridional structure of the zonal flow in the
lee of the ridge is represented).

To help interpret this result, the barotropic vorticity bal-
ance in R+R and R+F averaged between y = 400 and
600 km is shown in Fig. 10 for two portions of the zonal do-

main: an area under direct influence of the ridge (between
x = 1500 and 2500 km) and an area including the rest of the
zonal domain. In the range of latitude considered, the west-
ern boundary current forming at the ridge location is north-
ward and well defined in R+F (Fig. 9). This is reflected in
the BV balance by the negative and large values of the term

Ocean Sci., 16, 1207–1223, 2020 https://doi.org/10.5194/os-16-1207-2020
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Figure 9. Barotropic streamfunction (Sv) for (a) R+F, (b) R+R, (c) R+Fnr and (d) R+Rnr. Transport averaged between x = 2000 and
3000 km for the set of reference simulation (bold lines) and simulations with maximum wind stress increased 2-fold, with (e) restoring and
(f) without restoring.

−βV (Fig. 10a). At first order, this northward flow is bal-
anced by the bottom pressure torque. In the rest of the do-
main (Fig. 10b), pressure torque is zero (because the bottom
is flat), and the wind stress curl is balanced by a southward
barotropic flow. This is the classical wind-driven gyre bal-
ance (Munk, 1950; Hughes and De Cuevas, 2001; Nadeau
and Ferrari, 2015) whose relevance to the real SO remains
uncertain as mentioned above.

The vorticity balance is fundamentally different when
rough topography is included. First, the northward barotropic
flow at the ridge location present in R+F is absent
(Fig. 10c). The bottom pressure torque there mainly acts to
balance the local wind stress curl. In the rest of the domain,
the vorticity balance is similar to that occurring at the ridge:
a large fraction of the wind stress curl is balanced by bottom
pressure torque, limiting both the southward transport and
the influence of the bottom friction.

3.3 Sensitivity to northern restoring

In R+F and R+R, the joint action of the air–sea heat fluxes
and eddy buoyancy fluxes set the interior stratification and
large-scale dynamical equilibrium of the ACC. The restoring

of the density field toward a specified profile at the north-
ern boundary can be seen as an additional thermohaline con-
straint that prevents an equilibration of the two solutions in
widely different states. We now compare this set of simu-
lations with restoring at the northern boundary (simulations
R+F and R+R) to a similar one without the restoring (sim-
ulations R+Fnr and R+Rnr). Simulations without restoring
may be thought of as idealized representations of an ocean
where the SO dynamics dictates hydrographic conditions
north of the ACC path to the rest of the world ocean (though
with the remaining constraint that the residual overturning
circulation be zero). Conversely, simulations with restoring
would represent conditions in which the rest of the world
ocean imposes a fixed stratification at the northern edge of
the SO. Each is a limit case distinct from the real ocean where
significant water mass transformation occurs in the SO with
large rates of water volume import–export by the meridional
overturning cells.

Most of our previous results are not qualitatively de-
pendent on the choice of restoring the northern stratifica-
tion. Specifically, adding rough bathymetry without northern
restoring still does the following: increases the ACC trans-
port (Fig. 5b, e); decreases deep MKE and EKE (Fig. 4a, b);

https://doi.org/10.5194/os-16-1207-2020 Ocean Sci., 16, 1207–1223, 2020



1216 J. Jouanno and X. Capet: Connecting flow–topography interactions

Figure 10. Depth-integrated mean barotropic vorticity balance (10−9 m s−2) averaged between y = 400 and y = 600 km for two zonal
portions of the domain: (a, c) one under direct influence of the ridge (between x = 1500 and 2500 km) and (b, d) one including the rest of
the zonal domain. The different terms are as follows: the advection of planetary vorticity (−βV ), the wind stress curl (tau), the bottom stress
curl (bfr), the bottom pressure torque (BPT), the diffusion (which includes the effects of the lateral diffusion and Asselin time filter) and the
nonlinear advection of vorticity (adv).

weakens the vertical buoyancy flux in the lee of the ridge
(Fig. 8f), although only slightly with no restoring; and
strongly affects the BV balance in such a way that wind-
driven gyres are present (resp. absent) in smooth (resp.
rough) bottom conditions (Fig. 9). Two important distinc-
tions are noteworthy. First, the ACC transport sensitivity
is far greater without northern restoring (∼ 170 % increase
from 23 Sv in R+Fnr to 62 Sv in R+Rnr). Second, bottom
roughness strongly decreases total KE when restoring is ap-
plied, while total KE is very weakly affected when no restor-
ing is applied (Fig. 5a, d). We attribute this to the fact that the
more efficient release of available potential energy in the ab-
sence of rough bathymetry (Fig. 4c), leading to larger EKE in
the upper 500 m (Fig. 4b), can significantly modify the ACC
thermohaline structure in the simulations without restoring,
whereas it cannot when tightly constrained by the restoring
(compare the departures between isotherms in Fig. 5c and f).
Further elaboration is provided in Sect. 4.

3.4 Sensibility to wind stress increase

Sensitivity to wind intensity is explored by doubling the wind
stress forcing for all simulations previously used. In agree-
ment with the dominant theory (e.g., Meredith and Hogg,
2006; Morrison and Hogg, 2013), all the configurations re-

spond with an increase in the total kinetic energy (Fig. 11a)
but exhibit a saturation of the zonal transport (Fig. 11b).
In R+F and R+Fnr, the saturation is accompanied by a
strengthening of the recirculating gyre (Fig. 9e, f), as ob-
served in Nadeau and Ferrari (2015). In presence of rough
topography, the weak gyre circulation previously found in the
northern part of the domain intensifies slightly. In the south,
close examination of Fig. 9e and f reveals that the barotropic
streamfunction develops weak maxima near y = 500 km for
doubled wind intensity. The tendency to form wind-driven
gyres is minor though and occurs while the nature of the BV
balance remains unchanged (not shown). Most of the addi-
tional wind stress curl is balanced by bottom pressure torque
in and out of the ridge area, as opposed to meridional Sver-
drup transport. This result questions the recent interpretation
of the transport saturation mechanism placing emphasis on
the coexistence of a gyre mode together with the circumpo-
lar flow (Nadeau and Ferrari, 2015; see Sect. 4).

On the other hand, the transient response to wind increase
in the presence and absence of bottom roughness are distinct
in important ways. In Fig. 12 we present the time series of
circumpolar transport and EKE for R+F and R+R. Insets
provide enhanced details for the period where the solutions
adjust to the sudden wind intensity doubling at t = 150 years.
Adjustments were monitored with outputs at monthly fre-
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Figure 11. Sensitivity of (a) domain-averaged KE (m2 s−2) and
(b) zonal barotropic transport (Sv) to wind stress increase. Trans-
port and KE values were averaged for the last 10 years of simulation
once equilibrium was achieved.

quency, which limits our ability to determine short timescales
precisely. More importantly, a difficulty arises from the fact
that the temporal changes following the wind increase com-
bine a deterministic response and stochastic variability. A
large ensemble of simulations would be needed to disentan-
gle the two components, and we limit ourselves to a quali-
tative description of the main differences between R+F and
R+R. The EKE adjustment in R+R occurs over a time pe-
riod of ∼ 4 years and roughly conforms to the descriptions
made in Meredith and Hogg (2006). In R+F, the EKE ad-
justment is comparatively much faster. It is nearly completed
after 6 months, except for a small downward trend during
10–20 years that follows a slight initial overshoot.

No transport adjustment is discernible in R+F, and this
is in sharp contrast with R+R. An initial transport increase
of about 8 Sv occurs over the first few months. The subse-
quent time period of about 15–20 years exhibits a trend to-
ward smaller transports. Toward year 165, the circumpolar

Figure 12. Times series of zonal transport (Sv) and total kinetic
energy (m2 s−2) for simulations R+F (black lines) and R+R
(gray lines) in response to an abrupt doubling of the wind stress
at year 150. Inset provides details for the years 149–204. The blue
dashed (resp. dotted) lines represent the average (resp. average
±1 standard deviation) transport between years 130 and 150.

transport has finally returned to steady state with values a
few sverdrups below those prior to the wind increase. Note
that the initial spinup of R+R also includes a secondary ad-
justment period between years 60 and 100 (Fig. 5) which is
absent in R+F.

The reasons underlying the adjustment differences be-
tween R+R and R+F are examined in the context of the
saturation theory in Sect. 4.

4 Discussion

4.1 Dynamical interpretation of the bottom roughness
effect

This part of the discussion is an attempt to hold and con-
nect together (in words) the following: (1) the issue of flow–
topography interactions and (2) their consequences (in cas-
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cade order) for the barotropic component of the flow, (3) the
BV balance, (4) baroclinic instability and the storm track dy-
namics in the vicinity of the ridge, and finally (5) the ACC
transport3.

4.1.1 (1) Flow–topography interactions and
(2) barotropic circulation

Starting from (1) we remind the reader that the impact
of bottom topography on the general circulation and how
it responds to atmospheric forcings has been studied for
a long time (e.g., Munk and Palmén, 1951; Tréguier and
McWilliams, 1990; Hughes and De Cuevas, 2001; Ward and
Hogg, 2011). In our simulations hrms is large enough for the
f/h potential vorticity field to be dominated by numerous
closed isolines. In this situation, the barotropic component
of the flow is strongly affected (Tréguier and McWilliams,
1990; Hugues and Killworth, 1995; LaCasce, 2010). Specifi-
cally, barotropic Rossby waves are no longer permitted (An-
derson and Killworth 1977; LaCasce, 2017). In the context of
closed basins, wind-driven gyres and a Sverdrup balance are
nonetheless being established in the upper ocean by the baro-
clinic Rossby waves (Anderson and Killworth, 1979). How-
ever, this is not possible in the context of the ACC where
baroclinic Rossby wave propagation is too slow compared to
advection by the mean flow. As a consequence, only in the
flat bottom configuration can the Sverdrup balance emerge.

Beside the effect on Rossby wave modes, the barotropic
circulation is greatly diminished in the presence of rough
bathymetry (Fig. 7) and so is the strength of the deep circu-
lation (Fig. 9). Our interpretation is that the presence of the
topography inhibits or counteracts (Trossman et al., 2017)
the barotropization process generally associated with tur-
bulent geophysical flows (Salmon et al., 1976). Horizon-
tally integrated energy budgets carried out for different depth
layers of fluid provide support to this interpretation4. In
R+F, pressure work is a term of dominant importance in

3In search for an alternative and possibly simpler interpretation,
one reviewer suggested that the transport sensitivities revealed by
this study may be the consequence of vertical stratification differ-
ences between our simulations (in our primitive equation frame-
work the stratification cannot be held fixed unless artificial restoring
is employed). Everything else being unchanged the ACC transport
tends to increase with stratification (e.g., in the quasi-geostrophic
simulations of Nadeau and Ferrari, 2015). In contrast, we find that
stratification is generally stronger in R+F (resp. R+Fnr) than in
R+R (resp. R+Rnr). For instance, the stratification averaged over
the subdomain 500 km<y < 1500 km (the central part of the do-
main where the zonal flow is intensified) and−3000 m<z < 0 (the
part of the water column above the topographic hills) is ∼ 15 %
stronger in R+F than in R+R. Thus, the stratification differences
cannot be invoked to explain that larger transport values found in
R+R than in R+F.

4A different interpretation may be proposed in the context
of surface mode decomposition (LaCasce, 2017). Surface mode
decomposition explicitly accounts for the presence of variable

the flow energetics. It transfers KE vertically from the upper
ocean (0–1500 m depth) into the deep ocean (3000–4000 m
depth). The magnitude of the transient KE transfer into the
deep layer (computed with buoyancy, pressure and veloc-
ity anomalies respective to zonally averaged values) is re-
duced by a factor over 3.5 in the presence of rough bottom
– i.e., the barotropization mechanism is greatly hampered.
In turn, the slowdown of the deep circulation has important
consequences for the flow–ridge interaction whose ability to
produce topographic form stress is severely reduced (com-
pare on-ridge magnitude of the pressure torque for R+F and
R+R in Fig. 11).

4.1.2 (3) The BV balance

Overall, the differences in flow–topography interactions and
their consequences for the barotropic circulation (turbulent
flow and linear Rossby wave mode) yield fundamentally dif-
ferent bottom form stress and BV balances. The distribution
of bottom form stress is relatively uniform zonally in so-
lutions with rough bottom. Conversely, large bottom form
stresses are confined to the east in the lee of ridges in so-
lutions with a smooth bottom, in conjunction with the pres-
ence of intensified boundary currents. The BV balance and
boundary currents then resemble those typical of wind-driven
gyres (Nadeau and Ferrari, 2015; Fig. 10). Conversely, bot-
tom pressure torque cannot balance wind curl input in R+F
away from the ridge where the bottom is flat. Thus, merid-
ional flows develop as part of a Sverdrupian BV balance
typical of subpolar and subtropical wind-driven gyres. The
boundary current needed to close the circulation and satisfy
the continuity equation can only occur about the ridge where
nonzero form stress is permitted. Specifically, the boundary
current and large bottom pressure torque are found on the
eastward side of the ridge, given the direction of propagation
of Rossby waves (Nadeau and Ferrari, 2010; Fig. 10). This
difference in how the BV balance is satisfied in R+F and in
R+R has major implications.

4.1.3 (3) Baroclinic instability and (5) ACC transport
sensitivity

The circulation pattern resulting from the interaction be-
tween an ACC-like flow and a ridge (the so-called “standing
wave response” in Abernathey and Cessi, 2014) is respon-
sible for intense frontogenesis, available potential energy
(APE) release and eddy heat fluxes in the lee of the ridge.
In the same sector, simulations with a smooth bottom pro-
duce boundary currents which combine to the standing wave
response and further enhance the frontogenetic tendency and
the overall ability of the storm track to release APE, thereby
acting to flatten the isopycnals and limit the ACC transport.
Note that the distribution of transport is also significantly dif-

bathymetry in the vertical mode decomposition, which suppresses
the barotropic mode.
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ferent because the barotropic mode is so much more ener-
getic with a flat bottom, not only for the gyre circulation but
also for the ACC transport mode.

The reduced baroclinicity and zonal transport in R+F and
R+Fnr can thus be seen as the manifestation of the boundary
current effect on local baroclinic instability in the lee of the
ridge. In the simulations without restoring, this manifestation
of baroclinic instability is less evident because the mean ther-
mohaline structure of the ACC has significantly more free-
dom to adjust in response to the strength of baroclinic in-
stability processes. In turn, this response of the mean state
leads to a negative feedback by modulating the intensity of
baroclinic processes that ends up being quite similar with and
without rough bathymetry in the absence of northern restor-
ing (compare EKE and APE release rate for R+Fnr and
R+Rnr in Figs. 4c and 8f), relative to what is found with
the northern restoring.

Overall, the surprising transport sensitivity that motivated
this study reveals important upscaling effects resulting from
mesoscale flow–topography interactions. They corroborate
the finding of Nadeau et al. (2013) in a quasi-geostrophic
framework that the ACC transport increases when the realism
of flow–topography interactions is improved. Our work con-
tributes to its interpretation and strives to unravel the underly-
ing causal chain of processes. Our results complement those
of Barthel et al. (2017), Constantinou et al. (2019) and Pat-
more et al. (2019) in drawing attention to the barotropic flow
component. Although baroclinic instability is, in our simu-
lations, what ultimately sets the ACC density structure and
transport, the barotropic flow plays a key role in modulating
the propensity of the eddies to relax baroclinicity.

The beginning of this research developed with the hypoth-
esis that R+F and R+R differed in the characteristics of
their dominant mode of baroclinic instability and a stronger
(resp. weaker) local instability mode in R+F (resp. R+R).
Here, local instability mode refers to the definition proposed
by Pierrehumbert (1984). The concept of local instability
mode is used by Abernathey and Cessi (2014) to rational-
ize the behavior of a simulation resembling R+F. The onset
of gyres and associated boundary currents when the ocean
floor is smooth certainly makes local baroclinic instability
modes growing in the vicinity of the ridge stronger. Given the
specifics of local instability developments we might thus ex-
pect to see a lesser tendency for flow perturbations in R+R
to remain quasistationary in the vicinity of the ridge (Pier-
rehumbert, 1984; Abernathey and Cessi, 2014). Hovmöller
diagrams for surface temperature perturbations in R+R and
R+F show no particular evidence of this (Fig. 13). Also
note that R+R has lower baroclinic conversion rates than
R+F not only about the ridge but also far outside its range
of influence. A simple and general dynamical explanation for
the baroclinic instability sensitivity to bottom roughness re-
vealed in this study would be that rough topography upsets
the subtle coupling between fluid layers required for baro-

clinic instability perturbations to grow by constraining the
mean and time-variable flow.

4.2 Implications for the eddy saturation process

Baroclinic instability, which is the main source of energy for
the mesoscale eddy field in the SO consumes the APE im-
parted by wind-driven upwelling. It occurs in such a way
that additional energy input by the wind enhances EKE but
leaves APE and ACC transport nearly unchanged. This con-
tributes to the so-called eddy saturation effect which limits
the sensitivity of the circumpolar transport to changes in the
wind forcing magnitude (Morrison and Hogg, 2013; Munday
et al., 2013; Marshall et al., 2017). Processes involving the
barotropic circulation and its interaction with the bathymetry
may also participate in reducing the sensitivity of the ACC’s
baroclinicity. The analysis of the energetics of an ACC stand-
ing meander in Youngs et al. (2017) reveals that barotropic
instability plays a leading role in the energy budget of the
meander and suggests that baroclinic conversion alone is in-
sufficient to describe both the stratification and distribution
of EKE. The standing meanders that form through the inter-
action of the barotropic flow with the topography contribute
to the bottom form stress and may also participate in the satu-
ration process (Thompson and Naveira Garabato, 2014; Kat-
sumata, 2017). Constantinou and Hogg (2019) recently high-
lighted the role played by the eddy production through lateral
shear instabilities of the barotropic circulation or interaction
of the barotropic current with the topography, in establish-
ing the eddy saturated state of the Southern Ocean. Overall,
our findings confirm the robustness of the saturation process
with respect to major changes in model configuration, which
translate into a wide range of baroclinic instability regimes
and efficiency (as previously noted in Nadeau et al., 2013),
mean flow with widely distinct barotropic characteristics and
ACC transports. In particular, the saturation process is more
generic than the study by Nadeau and Ferrari (2015) sug-
gests. The work of Nadeau and Ferrari (2015) highlights the
role of the gyre mode and Sverdrup balance in the saturation
mechanism. To the contrary, in our study the effectiveness of
the saturation process (e.g., measured as the long-term rel-
ative change in ACC transport when doubling the wind in-
tensity) is insensitive to the presence or absence of a wind-
driven gyre component in the SO.

In Nadeau and Ferrari (2015), increasing the bottom drag
coefficient reduces the intensity of the gyre circulation and
also impedes the ACC transport saturation. A similar sensi-
tivity of the transport saturation to bottom drag is also ob-
served by Marshall et al. (2017). Bottom roughness and bot-
tom drag are sometimes thought to be interchangeable ways
to boost the topographic control over oceanic flows (Arbic
and Flierl, 2004; LaCasce, 2017). As anticipated by Nadeau
and Ferrari (2015), this is not the case with respect to the
saturation process whose efficiency is not affected by bottom
roughness, whereas increased bottom drag reduces the inten-

https://doi.org/10.5194/os-16-1207-2020 Ocean Sci., 16, 1207–1223, 2020



1220 J. Jouanno and X. Capet: Connecting flow–topography interactions

Figure 13. Hovmöller diagram of surface temperature anomalies at Y = 1000 km as in Abernathey and Cessi (2014) built using 5 d averaged
model outputs for a 2-year period. The dashed line indicates the zonal surface velocity and the continuous line indicates the barotropic
velocity

sity of the gyre circulation and also impedes the ACC trans-
port saturation. We attribute this to the fact that large bottom
drag produces a nonphysical damping of the turbulent flow
and changes the nature of the momentum and vorticity bal-
ances – we recall that bottom form stress is not a drag force
(Tréguier and McWilliams, 1990) and, in particular, provides
no sink in the energy budget.

Recently, Sinha and Abernathey (2016) have offered im-
portant insight into the transient behavior of an ACC sys-
tem subjected to wind changes. Following wind intensifica-
tion, saturation is the final outcome of a process involving
two stages: a rapid buildup of APE (and ACC transport in-
crease), followed by a slower buildup of EKE which feeds
back onto baroclinic instability efficiency (Marshall et al.,
2017) and allows APE (and ACC transport) to return back
to (or near) their initial levels. Timescales needed for satu-
ration to act on R+F and R+R turn out to be markedly
different. Most interestingly, R+F has an almost immediate
equilibration of EKE levels to wind changes, and no tran-
sient effect on ACC transport can be noticed at the monthly
temporal resolution we used to track simulation spinups. The
response time of R+R is on the order of a few years, in
line with typical values reported by previous studies. Fol-
lowing up on the dynamical discussion in Sect. 4a, we in-

terpret the rapid adjustment in R+F described in Sect. 3 as
follows: barotropic Rossby waves with phase speeds of a few
meters per second (m s−1) adjust the interior Sverdrup trans-
port to new wind conditions in about 10 d (i.e., the timescale
to travel across the entire domain); adjustment of the com-
pensating boundary transport on the eastern side of the ridge
follows a somewhat slower but comparable pace (Ander-
son and Gill, 1975); density advection by the boundary cur-
rent locally modifies frontogenetic conditions on timescales
of weeks (advection is slower than barotropic Rossby wave
propagation, but meridional distances to be covered by ad-
vection are smaller than the zonal scale of the system); EKE
responds on timescales of ∼weeks typical of baroclinic in-
stability growth (Tulloch et al., 2011) and locally provides
the additional APE release and lateral heat fluxes neces-
sary to prevent APE and circumpolar transport to increase.
In R+R, barotropic Rossby waves are not permitted, and a
much slower baroclinic adjustment process of diffusive na-
ture unfolds as described in Sinha and Abernathey (2016).
The response of EKE in R+F is faster than typically es-
timated in many observational (Meredith and Hogg, 2006;
Morrow et al., 2010) or realistic modeling studies (Mered-
ith and Hogg, 2006; Langlais et al., 2015) but this remains
a subject of debate (Wilson et al., 2014). Recent numerical
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experiments (Patara et al., 2016) indicate that the correlation
between wind and EKE underlying the eddy saturation mech-
anism are sensitive to the regional level of bottom roughness.
In this context, we hypothesize that the main topographic ob-
stacles in the SO delimit a small number of sectors whose dy-
namics includes a degree of gyre circulation that depends on
the small-scale/mesoscale bathymetry. More specifically, the
spatial extension and shape of the main gyres, the Ross and
Weddell gyres, could in part be constrained by topographic
roughness. Realistic SO simulations that differ in their bot-
tom roughness would be instructive to examine this hypoth-
esis.

5 Conclusions

The comparison between different numerical simulations for
a re-entrant zonal jet revealed that the baroclinicity of the
flow is sensitive to current–topography interactions in the
mesoscale range 10–100 km, with large consequences for the
zonal and gyre transport.

Using semi-realistic simulations of the SO, this study in-
vestigates the influence of bottom roughness on the dynam-
ics of an idealized ACC-type flow. While relying on a lim-
ited number of simulations, our analyses offer important in-
sight into the sensitivities of ACC model representations.
A key ingredient impacting the ACC dynamics is the pres-
ence of tall obstacles that provide support for form stress
and bottom pressure torque. The main sensitivity explored
herein concerns more complex flow–topography interactions
and more specifically the role of “random” rough bathymetry
combined with a tall ridge. Bottom roughness (with a hrms
of 250 m, typical of abyssal hills) is found to have pro-
found consequences for the ACC equilibration. Specifically,
it damps the barotropic mode, which has major implications
on the momentum and barotropic vorticity balances. In turn,
this affects the efficiency of baroclinic instability processes
at releasing APE and limit the circumpolar transport. The
role of the ACC barotropic component is a subject of ac-
tive research and our work complements the recent studies
of Patmore et al. (2019) and Constantinou et al. (2019) in
this regard.

Overall, our study points to the importance and sensi-
tivity of current–topography interactions in the mesoscale
range (10–100 km) for the dynamics of the ACC. The ques-
tion of whether the real ocean is in a regime that is more
aptly described by our rough or smooth simulation remains
to be elucidated. From a modeling perspective, the bottom
roughness considered in this study enters in a scale range
of bottom topography which is unequally resolved by cli-
mate or global circulation models at a resolution between
1/4 and 1◦. Recent efforts have been dedicated to parame-
terizing energy dissipation and mixing caused by the abyssal
hills (Nikurashin et al., 2010b; De Lavergne et al., 2016). To
our knowledge the impact of subgrid-scale topographic drag

has, on the other hand, been forsaken in ocean modeling. Our
results advocate for a systematic and scale-dependent explo-
ration of flow–topography interactions so that the transfer of
momentum due to bottom form stress is realistically repre-
sented irrespective of the unresolved bottom roughness. A
starting point is available in atmospheric sciences where ap-
proaches have been developed to parameterize subgrid-scale
orographic drag (e.g., Lott and Miller, 1997).
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