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Abstract. Assessments of ocean data assimilation (DA) sys-
tems and observing system design experiments typically rely
on identical or nonidentical twin experiments. The identical
twin approach has been recognized as yielding biased impact
assessments in atmospheric predictions, but these shortcom-
ings are not sufficiently appreciated for oceanic DA appli-
cations. Here we present the first direct comparison of the
nonidentical and identical twin approaches in an ocean DA
application. We assess the assimilation impact for both ap-
proaches in a DA system for the Gulf of Mexico that uses the
ensemble Kalman filter. Our comparisons show that, despite
a reasonable error growth rate in both approaches, the iden-
tical twin produces a biased skill assessment, overestimating
the improvement from assimilating sea surface height and
sea surface temperature observations while underestimating
the value of assimilating temperature and salinity profiles.
Such biases can lead to an undervaluation of some observing
assets (in this case profilers) and thus a misguided distribu-
tion of observing system investments.

1 Introduction

Ocean data assimilation (DA), i.e., the incorporation of ob-
servations into ocean models to obtain the best possible es-
timate of the ocean state, has become standard practice for
improving the accuracy of model predictions and reanaly-
ses. Benefiting from the rapid expansion of ocean observing
platforms and advances in computing power, various ocean

DA applications at both regional and global scales have been
developed in support of ocean hindcasts, nowcasts, and fore-
casts (see, e.g., recent reviews in Moore et al., 2019 and Fen-
nel et al., 2019). Necessarily, the credibility of a DA system
demands rigorous validation. It is straightforward to assess
the assimilation impact (i.e., the differences between ocean
state estimates from a model run with and without assimila-
tion), whereby a better fit of the model state to observations
following assimilation might be considered positive. But in
practice, the value of such an assessment is limited because
it either does not consider independent observations (i.e., ob-
servations that have not been assimilated into the system) or
has to reduce the quantity of the data used for assimilation
when reserving some for independent assessment.

An alternative assessment approach is to conduct twin ex-
periments (e.g., Anderson et al., 1996; Halliwell et al., 2014).
The essential steps of a twin experiment are to (1) predefine
a simulation as the “truth”, (2) sample synthetic observations
from this truth, (3) assimilate these observations into a differ-
ent simulation referred to as the forecast run, and (4) assess
the skill of this assimilative run against a non-assimilative
(“free”) run using independent observations sampled from
the truth. If the chosen truth and forecast runs are from same
model implementation but with perturbed initial, forcing or
boundary conditions, the method is referred to as the “iden-
tical twin” approach. If two different model types are used,
we refer to the method as the “nonidentical twin” approach.
We note that the intermediate approach in which the same
model type is employed but with sufficiently different con-
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figurations (e.g., different physical parameterizations and/or
spatial resolution) is conventionally termed the fraternal twin
(Halliwell et al., 2014). In addition to validating DA systems,
twin experiments are used for observing system simulation
experiments (OSSEs) that evaluate the impact of different
ocean observing system designs on predictive skill (e.g., Oke
and O’Kane, 2011; Halliwell et al., 2015, 2017). Ideally, the
truth and forecast simulations in the twin system used for the
OSSE should be from two different models; i.e., they should
be nonidentical twins.

The identical twin approach has been more commonly
used in oceanic DA applications (e.g., Counillon and Bertino,
2009b; Simon and Bertino, 2009; Srinivasan et al., 2011;
Song et al, 2016a; Yu et al., 2018a) although it is well known
from atmospheric OSSEs that this approach provides bi-
ased impact assessments when the error growth rate between
the truth and forecast runs is insufficient (e.g., Arnold and
Dey, 1986; Atlas, 1997; Hoffman and Atlas, 2016). This fact
is not yet sufficiently recognized in applications of ocean
OSSEs and skill assessments of oceanic DA systems (Hal-
liwell et al., 2014). To avoid the potential bias in impact as-
sessments associated with identical twin experiments, Halli-
well et al. (2014) proposed applying a criterion that has long
been used in realistic atmospheric OSSEs. They suggested
that the model for the forecast run should be configured dif-
ferently enough from that for the truth run so that the rate of
error growth between them has the same magnitude as that
between state-of-the-art ocean models and the true ocean.
They also suggested comparing the assimilation impact in
the twin framework with that in a realistic configuration; if a
similar impact is obtained in both twin and realistic configu-
rations, the twin DA framework can be considered appropri-
ate for assessing assimilation impact and conducting OSSEs.
Fraternal OSSEs have proven instructive for evaluating the
assimilation impact of different observing platforms in the
Gulf of Mexico (Halliwell et al., 2015) and North Atlantic
(Halliwell et al., 2017).

However, a direct comparison of fraternal or nonidentical
and identical twin approaches has not yet been conducted for
an ocean application to the best of our knowledge. Motivated
by this, we use an ocean DA system for the Gulf of Mexico
(GOM) to compare and contrast the nonidentical and iden-
tical twin approaches in an assimilation impact assessment.
The rationale for choosing the GOM as our test bed is that
the nondeterministic aspects of the circulation in the GOM,
including the northward penetration of Loop Current (LC)
intrusions and the associated eddy shedding, require DA for
accurately hindcasting and forecasting the circulation. The
need for accurate nowcasts and predictions was particularly
acute during the 2010 Deepwater Horizon (DwH) oil spill.
Previous data assimilation applications in the GOM have fo-
cused primarily on improvements of the surface current fields
observable from satellites or drifters but did not examine the
assimilation impact on subsurface flow fields. As the DwH
oil spill has shown, knowledge of model skill in simulating

the subsurface circulation is also important. Utilizing twin
experiments, we aim to examine the assimilation impact on
the subsurface circulation.

Toward this objective we implement an advanced ensem-
ble DA technique, the ensemble Kalman filter (EnKF), for a
high-resolution (horizontal resolution of 5 km) model cover-
ing the entire GOM. The EnKF utilizes flow-dependent back-
ground error covariances in contrast to the time-invariant co-
variance in optimal-interpolation- (OI) or variational-based
DA systems that have previously been used in the GOM (e.g.,
Counillon and Bertino, 2009a, b; Jacobs et al., 2014). By rig-
orously assessing the skill of the EnKF-based assimilative
model (with an emphasis on the subsurface fields) through
nonidentical and identical twin experiments and OSSEs, we
demonstrate how the identical twin approach yields mislead-
ing conclusions in this practical application. We also address
whether an improved skill in reproducing the surface dynam-
ics of the LC and associated eddies translates into improved
skill in simulating the subsurface circulation.

2 Model description and experimental setup

2.1 Physical model

The model is configured using the Regional Ocean Mod-
elling System (Haidvogel et al., 2008; ROMS, http://
myroms.org, last access: 16 June 2016) for the GOM
(Fig. 1a). It has a horizontal resolution of 5 km and 36 terrain-
following vertical layers with higher resolution near the sur-
face and bottom. Vertical turbulent mixing is parameter-
ized using the Mellor and Yamada (1982) level 2.5 closure
scheme, and bottom friction is specified using a quadratic
drag formulation. The model utilizes a 3rd-order accurate,
non-oscillatory advection scheme for tracers (HSIMT; Wu
and Zhu, 2010), which is mass-conservative and positive–
definite with low dissipation and no overshooting, and it is
forced with the atmospheric forcing fields from the European
Centre for Medium-Range Weather Forecasts (ECMWF)
(https://apps.ecmwf.int/datasets/, last access: 15 April 2018).
River input is prescribed as in Xue et al. (2013), with daily
runoff from the US Geological Survey for rivers inside the
US and long-term climatological estimates for rivers in Mex-
ico and Cuba. The model is one-way nested inside the 1/12◦

data-assimilative global Hybrid Coordinate Ocean Model
(HYCOM) (Chassignet et al., 2009). Tidal forcing is ne-
glected because tides are small in the GOM.

Previous studies have highlighted two important aspects
for model skill in the GOM: a sufficiently high horizontal res-
olution for representing the mesoscale dynamics (e.g., Chas-
signet et al., 2005) and an accurate representation of the LC
inflow through the Straits of Yucatán (e.g., Oey et al., 2003).
Our model meets the two requirements. The 5 km horizontal
resolution is sufficient to resolve mesoscale processes (the
baroclinic Rossby radius is 30 to 40 km in the central GOM;
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Figure 1. Model domain and bathymetry. The red star denotes the location of the DwH oil rig. (a) Sampling scheme for twin experiments
N2 and I2. The symbols represent stations where temperature (circles) and salinity (magenta diamonds) profiles were collected by Shay et
al. (2011), with deep temperature or salinity profiles (down to 1000 m) marked as filled circles or magenta diamonds and shallow temperature
profiles (down to 400 m) as open circles. (b) Sampling scheme for N3 and I3. The dots represent stations where temperature and salinity
profiles extending to 1000 m of depth were sampled from the “truth” run.

see Oey et al., 2005), and our ROMS model is nested in a
data-assimilative HYCOM model that simulates an accurate
structure of the LC and its eddies. Initial model–data com-
parisons showed that the model has skill in statistically sim-
ulating the main features of the LC intrusion, with a slight
overestimation of its northward penetration during the simu-
lation period (Yu, 2018).

2.2 Experimental framework

The deterministic formulation of the EnKF (DEnKF), first
introduced by Sakov and Oke (2008), was implemented in
the GOM model. The DEnKF has been successfully used in
previous ocean assimilation applications (e.g., Simon et al.,
2015; Jones et al., 2016; Yu et al., 2018a). The algorithm
consists of sequential forecast and analysis steps, wherein
the model ensemble is propagated forward in time during the
forecast step and updated with available observations using
the Kalman filter analysis equation during the analysis step.
The analysis equation is given as

xa
= xf
+K

(
d −Hxf

)
, (1)

where x is the n× 1 model state estimate vector (n is the
number of model state variables at all grid points), the super-
scripts a and f represent the analysis and the forecast esti-
mates, respectively, d is the m× 1 vector of observations (m
is the number of available observations), H is the linear m×n

measurement operator mapping the model state onto the ob-
servations, and K is the n×m Kalman gain matrix given as

K= PfHT (HPfHT
+R)−1. (2)

Pf is the n×n forecast error covariance matrix (approximated
by the forecast ensemble), R is the m×m observation er-
ror covariance, and T denotes the matrix transpose. Differ-
ent from the traditional EnKF (Burgers et al., 1998), which

requires perturbing observations to obtain an analysis error
covariance consistent with that given by the Kalman filter,
the DEnKF updates the ensemble mean using the analysis
in Eq. (1) and ensemble anomalies with the same equation
but half the Kalman gain K without perturbing observations;
it is hence termed “deterministic”. Details on the DEnKF
derivation and implementation can be found in Sakov and
Oke (2008).

2.2.1 Nonidentical twin experiments

In nonidentical twin experiments, the truth is generated by
interpolating the daily outputs of the 1/12◦ data-assimilative
global HYCOM (Chassignet et al., 2009) onto the ROMS
model grid. Synthetic observations are sampled from the
truth, including sea surface height (SSH), sea surface tem-
perature (SST), and temperature and salinity profiles. Typi-
cal Gaussian observation errors of N (0, 2 cm) for SSH, N (0,
0.3 ◦C) for temperature (both SST and temperature profiles),
and N (0, 0.01) for salinity are added to the sampled data.
SSH and SST are sampled weekly at every fifth horizontal
grid point to yield a spatial resolution of ∼ 1/4◦ as such
an assimilation time window or spatial resolution has been
adopted in previous realistic DA applications (e.g., weekly
gridded product of SSH used in Moore et al., 2011, and Song
et al., 2016b; weekly gridded product of SST in Hoteit et
al., 2013). SSH in regions shallower than 300 m is not used
for assimilation because dynamics in shelf areas where wind
and buoyancy forcing dominate could substantially deviate
from the geostrophic state, weakening the correlation be-
tween SSH and subsurface temperature and salinity fields.
For SST, only regions shallower than 10 m are excluded. Im-
portantly when preparing the synthetic SSH observations, the
mean dynamic topography (MDT) of the HYCOM truth run
had to be removed from the sampled SSH data, and the MDT
of the ROMS model had to be added. The MDTs of the HY-
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COM and ROMS models were obtained by averaging their
respective daily SSH outputs from 2010 to 2016.

Temperature and salinity profiles were sampled with two
different sampling schemes (see locations in Fig. 1a, b). The
first scheme adopts the sampling dates and locations used in
the survey described in Shay et al. (2011). The key features
of this scheme are that the sampling is centered on the LC
region, the majority (363 out of 472) of temperature profiles
are limited to the upper 400 m, and very few (34) salinity
profiles were collected. In the second scheme, coverage was
extended such that temperature and salinity profiles are sam-
pled simultaneously over the entire central GOM down to
1000 m of depth on 23 instead of 9 dates.

A non-assimilative run, subsequently referred to as the free
run, is initialized on 1 April 2010 from the global HYCOM
and compared with the data-assimilative runs to evaluate the
impact of the assimilation.

In the DA experiments, 20-member ensembles are started
from different initial conditions and forced by perturbed
boundary conditions and wind fields. The initial conditions
were created by using three-dimensional (3-D) fields from
daily HYCOM outputs within a 20 d window centered on
the initialization date of 1 April 2010. The boundary con-
ditions were generated by applying a time lag of up to
±10 d to the boundary condition (i.e., the first member’s
boundary conditions are 10 d ahead) following Counillon
and Bertino (2009b). The perturbed wind fields were created
by first conducting an empirical orthogonal function (EOF)
decomposition of the wind field and then adding perturba-
tions from the mixture of the first four EOF modes to the
wind field, whereby the four perturbation modes were mul-
tiplied with zero-mean unit-variance random numbers and a
scale factor of 0.5 similar to Thacker et al. (2012) and Li et
al. (2016).

We used an ensemble of 20 as it was the largest size
feasible given the computing resources available to us and
found this to work well in our application. The same ensem-
ble size has also been used in previous studies (e.g., Hu et
al., 2012; Mattern et al., 2013). Distance-based localization
with an influence radius of 50 km was applied as described
in Evensen (2003) to prevent the potential negative effects
of spurious correlations between distant grid points. An in-
flation factor of 1.05 was applied to the ensemble anomalies,
inflating the ensemble spread around its mean at every assim-
ilation step as introduced by Anderson and Anderson (1999).
This accounts for the potential underestimation of the fore-
cast error covariance due to the small ensemble size. The
choice of localization radius and inflation factor is based on
initial tests and takes into account the fact that the baroclinic
Rossby radius in the central GOM is 30 to 40 km (Oey et al.,
2005) to avoid choosing a localization radius value that is too
small.

Observations are assimilated weekly from 2 April to
3 September 2010, updating the 3-D temperature and salinity
fields. On each assimilation date, the observations (regard-

less of observation type) are assimilated simultaneously in
one single step. After the last assimilation step on 3 Septem-
ber 2010, the ensemble is run without any data assimila-
tion for 4 more weeks. Three assimilation experiments (re-
ferred to as N1, N2, and N3) are conducted. N1 assimi-
lates weekly SSH and SST, while N2 and N3 assimilate the
temperature and salinity profiles following the two sampling
schemes described earlier (Fig. 1a, b) in addition to SSH and
SST. Model–data misfit is quantified by computing the mean
absolute deviations (MADs), i.e., the average of the abso-
lute deviations, of model simulations from the truth for the
open gulf (defined as regions deeper than 300 m). That is,

MAD= 1
N

N∑
i=1
|modeli − truthi |, where i = 1, . . .,N and N is

the number of data pairs. For ensemble assimilation runs, the
forecast ensemble mean at assimilation steps is used for cal-
culating the MAD.

2.2.2 Identical twin experiments

The identical twin experiments have a similar setup as the
nonidentical twin experiments except that the truth is not
taken from HYCOM but generated from a ROMS simulation
that differs from the free run only in its initial and bound-
ary conditions and wind forcing. The truth run is started on
1 April 2010 from an initial state from an earlier ROMS sim-
ulation and is forced with boundary conditions that are lag-
ging behind those of the free run by 14 d and wind fields re-
constructed from the first 10 EOFs of the realistic ECMWF
wind. Since the same model architecture is used in the free
and truth runs for the identical twin, there is no need to cor-
rect MDT when sampling SSH observations.

Similar to the nonidentical twin setup, three assimilation
experiments are conducted in the identical twin framework
(I1, I2, and I3) that assimilate the same combinations of ob-
servations as in N1, N2, and N3.

3 Results

3.1 Assessment of the nonidentical and identical twin
experiment setup

We first examine the credibility of the nonidentical and iden-
tical twin setups by comparing the error growth rates in SSH
between the free run and the truth for both twins (Fig. 2).
The nonidentical twin has a slightly higher error growth rate
(0.048 cm d−1) than the identical twin (0.040 cm d−1), but
both are of a similar magnitude as that between the free run
and real observations (0.042 cm d−1). This meets the require-
ment suggested by Halliwell et al. (2014) that the errors be-
tween the free run and the truth should grow at a similar rate
as errors that develop between state-of-the-art ocean models
and the true ocean. The comparison in Fig. 3 also shows that
differences between the truth and free runs in SSH and sub-
surface salinity fields are obvious and qualitatively compara-
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Figure 2. Time series of MAD error (cm) averaged over the open gulf (excluding shelf regions shallower than 300 m) for the free run
SSH relative to the SSH from the satellite observation (black dashed line), the “truth” in the nonidentical (red) and identical (blue) twin
experiments, respectively. The corresponding colored solid lines are linear regressions of the time series, wherein the slope values represent
the respective MAD error growth rate (cm d−1).

Figure 3. Sea surface height (SSH, cm) and transect of salinity (S) on 28 May 2010. Panels (a) and (d) are from HYCOM and used as the
“truth” in the nonidentical twin experiments. Panels (b) and (e) are from ROMS and used as the truth in identical twin experiments. Panels (c)
and (f) are from the free ROMS run. The gray contour in the SSH maps marks the bathymetric depth of 300 m, and the red dashed line shows
the position of the transect in panels (d)–(f).

ble between the nonidentical and identical twin experiments.
This satisfies the other requirements suggested in Halliwell
et al. (2014), namely that the free run is able to reproduce
the main features of the simulated phenomenon (i.e., the LC
intrusion) with some realism and that there are sufficient dif-

ferences between the free and truth runs for the assimilation
method to correct.
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Figure 4. Time series of MAD averaged over the open gulf (excluding shelf regions shallower than 300 m) for (a) SSH (cm), (b) temperature
(T , ◦), (c) salinity (S), and (d) velocity (U , m s−1) from the free run and nonidentical twin runs. The MADs of all physical variables except
SSH were averaged over the entire water column. Black dashed lines in (a), (b), and (c)denote the values of observation errors. Gray vertical
lines indicate the assimilation steps. The gray area marks the 4-week period without data assimilation.

3.2 Impact of assimilation in nonidentical twin
experiments

Temporally and spatially averaged MADs between the non-
identical twin assimilation runs and the free run are sum-
marized in Table 1 (temporal evolution is shown in Fig. 4).
Assimilating SSH and SST in N1 significantly reduces the
MADs of SSH (by 51 %) as well as temperature (by 29 %)
and velocity fields (by 25 %), and it slightly reduces the
MADs in salinity (by 11 %) (Table 1). After the last assimi-
lation step, MADs remain low for at least 4 weeks (Fig. 4).
Assimilating additional temperature and salinity profiles (in
N2 and N3) further benefits temperature and especially salin-
ity fields, in particular in N3 for which the salinity MAD is
reduced by 23 %, but has almost no effect on SSH and veloc-
ity MAD.

In N1 the MAD in the SSH, temperature, and velocity
components is reduced for almost the entire domain, with

the most significant reductions in the LC region (Fig. 5). The
reduction in salinity MAD is relatively small in N1 but larger
in N3 for which additional temperature and salinity profiles
are assimilated (Fig. 6). In contrast to SSH, temperature, and
velocity, the biggest impact of assimilation on the salinity
field is on the shelf where salinity is more variable than in
the open gulf because of river inputs.

Vertically, the reductions of spatially and temporally aver-
aged MAD extend to nearly 900 m of depth for temperature
and velocity and 500 m for salinity (Fig. 7). The maximum
reductions in MAD amount to 0.6◦ for temperature at 200 m,
0.12 for surface salinity, and 0.07 m s−1 for surface velocity
(Fig. 7). Assimilating temperature and salinity profiles in N3
leads to greater reductions of temperature and salinity MAD,
primarily in the upper 300 m, compared to N1.

Next, we assess the impact of assimilation on subsurface
temperature and salinity fields (Fig. 8). The “true” spatial dis-
tribution of mean temperature and salinity at 400 m of depth
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Figure 5. The difference in physical variable time-averaged (daily snapshots from 1 April to 1 October) MAD between nonidentical twin N1
and the free run. MADs of temperature and velocity were averaged over the entire water column. Negative values (cold colors) correspond
to a decrease in MAD compared to the free run, whereas positive values (warm colors) correspond to an increase. The gray contour marks
the bathymetric depth of 300 m.

Figure 6. The difference in physical variable time- and water-column-averaged (daily snapshots from 1 April to 1 October) MAD between
nonidentical twin N3 and the free run. Negative values (cold colors) correspond to a decrease in MAD compared to the free run, whereas
positive values (warm colors) correspond to an increase. The gray contour marks the bathymetric depth of 300 m.

in August shows only a weak northward intrusion of warm
and salty LC water and a detached anticyclonic eddy. Com-
pared to the truth, the free run overestimates the northward
extension of the LC (depicted by the 12◦ isotherm and 35.5
isohaline), and the detached eddy is misaligned. Assimilation
corrects the extension and angle of the LC and the position
of the eddy, significantly reducing the averaged MAD error
by 47 % and 31 % for temperature and salinity, respectively,
in the N1 run and 52 % and 46 % for those in the N3 run.

Lastly, we examine the assimilation impact on subsurface
circulation in a comparison of August mean circulation at
400 m of depth for the nonidentical twin runs (Fig. 9). The

truth shows a limited northeastward extension of the LC with
two eddies shedding (Fig. 9d). As already mentioned above,
the free run overestimates the northward extension and sim-
ulates a more energetic detached anticyclonic eddy that has
propagated further west (Fig. 9e). Assimilation in N1 brings
the simulated shape, strength, and location of the LC and
LC eddies closer to the truth with an overall MAD reduc-
tion of ∼ 45 % compared to the free run (Fig. 9f). A closer
look at the LC intrusion region (Fig. 9g, h, i) and the western
(Fig. 9a, b, c) and northern shelf breaks (Fig. 9j, k, l) shows
that the greatest improvement in subsurface circulation is
in the open gulf and LC region where mesoscale processes

www.ocean-sci.net/15/1801/2019/ Ocean Sci., 15, 1801–1814, 2019
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Table 1. Mean absolute deviation (MAD) from the “truth” of physical variables for free and data assimilation runs in nonidentical twin
and identical experiments. The MADs were averaged over all grid cells excluding the shelves (defined by water depths < 300 m) and daily
snapshots from 1 April to 1 October 2010. At assimilation steps the forecast ensemble mean was used for the calculation. The percentage
change relative to the free run is presented in parentheses.

SSH (cm) T (◦) S U (m s−1)

Nonidentical twin

Free 11 0.72 0.15 0.21
N1 (satellite only) 5.3 (−51 %) 0.51 (−29 %) 0.13 (−11 %) 0.16 (−25 %)
N2 (satellite and scheme 1) 5.3 (−52 %) 0.50 (−30 %) 0.13 (−13 %) 0.16 (−25 %)
N3 (satellite and scheme 2) 5.4 (−51 %) 0.48 (−33 %) 0.11 (−23 %) 0.16 (−26 %)

Identical twin

Free 10 0.58 0.093 0.20
I1 (satellite only) 4.2 (−59 %) 0.32 (−45 %) 0.073 (−21 %) 0.11 (−46 %)
I2 (satellite and scheme 1) 4.1 (−60 %) 0.31 (−47 %) 0.072 (−23 %) 0.11 (−47 %)
I3 (satellite and scheme 2) 4.4 (−57 %) 0.29 (−50 %) 0.068 (−27 %) 0.11 (−46 %)

Figure 7. Profiles of MAD averaged over the open gulf (exclud-
ing shelf regions shallower than 300 m) and daily snapshots from
1 April to 1 October 2010 for (a) temperature (T , ◦), (b) salinity
(S), and (c) velocity (U , m s−1) from the free run and the noniden-
tical twin runs.

dominate (MAD reduction of∼ 57 %), whereas the improve-
ment in circulation is weaker along the shelf regions where
submesoscale processes are important and the influences of
the open ocean, bathymetry, and local wind and river forcing
coexist (MAD reductions of∼ 25 % and∼ 42 % on the west-
ern and northern shelf, respectively). Specifically, the small-
scale currents surrounding the spill site observed in the truth
(i.e., the strong anticyclonic eddy to the east of the spill site
and cyclonic eddy to its southwest) are not satisfactorily rep-
resented in either the free run or N1. The results of N2 and
N3 are very similar to N1.

3.3 Assimilation impact in identical versus
nonidentical twins

Assimilating SSH and SST in identical twin I1 leads to even
larger error reductions than in the nonidentical twin N1, with
domain-averaged MAD reductions in temperature of 45 %,
salinity of 21 %, and velocity fields of 46 % relative to 29 %,

11 %, and 25 %, respectively, in the nonidentical twin N1
(Table 1). However, the benefit of assimilating additional
temperature and salinity profiles in I2 and I3 for temperature
and salinity fields in the identical twin framework is much
smaller than in the nonidentical twin (Table 1).

With respect to the simulated subsurface circulation, the
improvement by assimilating SSH and SST is also much
greater in identical twin I1 (Fig. 10) than in nonidentical
twin N1, with a MAD reduction of ∼ 67 % versus ∼ 45 %.
In addition, a remarkable improvement in subsurface circu-
lation following assimilation in I1 is observed not only in the
LC intrusion region (MAD reduction of ∼ 69 %) but also on
the shelves (∼ 55 % and ∼ 63 %, respectively, on the west-
ern and northern shelves), including the region near the DwH
spill site (Fig. 10).

4 Discussion

We implemented the EnKF technique in a high-resolution re-
gional model for the GOM. The skill of this data-assimilative
system was assessed through a series of nonidentical and
identical twin experiments assimilating data from different
observing system configurations. The differences between
the two approaches have important implications for observ-
ing system design studies.

Consistent with previous assimilation studies in the GOM
(e.g., Wang et al., 2003; Counillon and Bertino, 2009b;
Hoteit et al., 2013), our nonidentical and identical twin ex-
periments both show that assimilating altimetry data can con-
strain a range of large-scale to mesoscale features such as the
LC and associated eddies. The warmer and more saline LC
and its eddies have a temperature and salinity signature that
is distinct from the so-called Gulf Common Water and have a
clear signal of elevated SSH. The assimilation of SSH using
the multivariate EnKF can therefore adjust temperature and
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Figure 8. August mean (a, b, c, d) temperature (T , ◦) and (e, f, g, h) salinity (S) at 400 m from the “truth”, free, N1, and N3 run in
nonidentical twin experiments. The white dot denotes the location of the Deepwater Horizon oil rig. The contours mark the 12◦ isotherm and
35.5 isohaline, respectively; the black contours denote the isotherm or isohaline for the truth, while red contours denote those for the actual
simulation in each panel. The horizontal domain-averaged MAD and bias values at 400 m for each experiment relative to the truth are also
presented in the respective panels.

salinity profiles based on the SSH information. The assimi-
lation of SSH and SST substantially corrects the subsurface
temperature, salinity, and velocity fields from the surface to
depths of up to 900 m, with clear improvements in the loca-
tion and intensity of the LC and LC eddies.

The nonidentical twin experiments show that salinity is
less constrained than temperature when assimilating only
SSH and SST. The assimilation of additional temperature

profiles (experiment N2) only slightly improves salinity; the
inclusion of salinity profiles (experiment N3) is more effec-
tive in improving salinity. This highlights the value of assim-
ilating salinity profiles to constrain model salinity fields. The
importance of salinity measurements has also been reported
in the realistic DA configuration by Halliwell et al. (2015).
However, such additional benefits of assimilating tempera-
ture and salinity profiles for model-simulated temperature

www.ocean-sci.net/15/1801/2019/ Ocean Sci., 15, 1801–1814, 2019
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Figure 9. August mean velocity at 400 m in the (a, d, g, j) “truth”, (b, e, h, k) free, and (c, f, i, l) N1 run in nonidentical twin experiments.
Panels in the first, third, and fourth columns are zoomed into the western shelf, central gulf, and northern shelf, respectively. The white dot
denotes the location of the DwH oil rig, and gray contours mark the bathymetric depths of 300, 1000, 2000, and 3000 m, respectively.

Figure 10. August mean velocity at 400 m in the (a, d, g, j) “truth”, (b, e, h, k) free, and (c, f, i, l) I1 run in identical twin experiments. Panels
in the first, third, and fourth columns are zoomed into the western shelf, central gulf, and northern shelf, respectively. The white dot denotes
the location of the DwH oil rig, and gray contours mark the bathymetric depths of 300, 1000, 2000, and 3000 m, respectively.

and salinity fields are not observed in the identical twin ex-
periments, which already yield much greater improvements
when assimilating SSH and SST alone. It follows that the
additional information content in the subsurface observa-
tions (i.e., profiles) within the identical twin system is much
smaller than that for the nonidentical twin. We attribute
this to the lack of intrinsic difference in the identical twin
(e.g., physical model parameterizations, spatial resolution)

between the truth and forecast model runs, making it easier
to correct the subsurface model fields by assimilating SSH
and SST alone. This close agreement of subsurface fields
between the forecast model and truth necessarily reduces
the additional information content of subsurface observations
during assimilation.

Another major difference between the nonidentical and
identical twin approaches lies in the assimilation impact
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on subsurface circulation. In the nonidentical twin experi-
ments, assimilating satellite altimetry effectively constrains
the large-scale to mesoscale structures on the order of 100 km
that dominate the deep GOM. The improved circulation in
the deep GOM has a positive but relatively limited impact
on the circulation near the DwH spill site, which is located
in the transition zone between the open gulf (where the cir-
culation is dominated by the mesoscale LC and its eddies)
and the shelf (where currents are largely driven by wind and
density forcing). The assimilation of SSH, SST, and addi-
tional temperature and salinity profiles (the spatial distance
between profiles in the experiment N3 is ∼ 70 km) in our
nonidentical twin experiments provides limited constraints
on the small-scale circulation features in this region. This is
consistent with Wang et al. (2003), who found that assimilat-
ing SSH and SST could not accurately resolve smaller-scale
eddies in the DeSoto Canyon region near the DwH site. It
has been suggested previously that higher-resolution local-
ized observations (Lin et al., 2007; Jacobs et al., 2014; Car-
rier et al., 2014; Berta et al., 2015; Muscarella et al., 2015)
and even finer model resolution (< 5 km; Ledwell et al., 2016)
are needed to better constrain these submesoscale features.
In contrast to the nonidentical twin, the identical twin I1,
which assimilates only SSH and SST, yields remarkable im-
provements not only in the mesoscale circulation dominating
the open GOM but also the smaller-scale processes prevail-
ing along the shelf breaks, including the DeSoto Canyon re-
gion where the spill site is located. This is largely because in
the identical twin setup, the intrinsic model structures (e.g.,
subgrid-scale parameterizations, horizontal and vertical res-
olution) for the truth and forecast model runs are identical
so that an improvement in large-scale processes due to the
assimilation of SSH and SST can readily translate to an im-
provement in the simulated subgrid-scale processes.

These results provide two examples of how the identical
twin approach yields misleading impact assessments: (1) the
improvement in subsurface fields resulting from assimilating
SSH and SST is overestimated, and (2) the value of addi-
tional profiles is underestimated. Undervaluing the informa-
tion provided by a class of observational assets is particularly
troublesome in the context of OSSEs. While this issue is well
known in the context of atmospheric OSSEs (e.g., Arnold
and Dey, 1986; Atlas, 1997; Hoffman and Atlas, 2016), it is
not yet sufficiently recognized for ocean OSSEs and skill as-
sessments of oceanic DA systems. The Halliwell et al. (2014)
set of design criteria and evaluation procedures for ocean
OSSEs serves as guidance for designing twin experiments
for a data-assimilative system. Their main criteria include the
following: (1) the rate of error growth between simulated and
observed states must be similar between the twin framework
and reality, and (2) the assimilation impact in the twin frame-
work should be comparable to that of a realistic configuration
assimilating actual observations. We found a similar rate of
error growth in SSH in both twin experiments and in reality,
and the impact of assimilation in the nonidentical twin exper-

iment is found to be very similar to that in a realistic assimi-
lation configuration presented in Yu (2018). Thus, our direct
comparisons of an identical versus nonidentical twin not only
lend support to the recommendation of using the nonidentical
over the identical twin approach, but also hint that assessing
error growth in just one ocean property is insufficient. Ad-
ditional criteria, such as a comparative assessment of skill
between twin and realistic assimilation configurations as de-
scribed in Halliwell et al. (2014), are needed to obtain a more
credible impact assessment from the twin framework.

5 Conclusions

We presented a direct comparison of nonidentical and identi-
cal twin approaches for assessing data assimilation impact in
an EnKF-based ocean DA system for the Gulf of Mexico. To
the best of our knowledge, this is the first direct comparison
of nonidentical and identical twin approaches for an oceanic
DA system and first demonstration of how the identical twin
approach can yield misleading assessments in practice. Our
comparisons show that the identical twin approach overesti-
mates the improvement in model skill resulting from assim-
ilating SSH and SST, including for the subsurface circula-
tion, while underestimating the value of additional informa-
tion from temperature and salinity profiles. In the context of
observing system design, such biased assessments are prob-
lematic and can lead to misguided decisions on balancing in-
vestments between different observing assets. We conclude
that skill assessments and OSSEs from identical twin exper-
iments should be avoided or, at least, regarded with caution.
While the nonidentical twin approach is more robust, ques-
tions remain about how to best choose a credible framework.
In our case, the rate of error growth in SSH alone appears to
have been an insufficient criterion.

Code and data availability. The ROMS model code can be ac-
cessed at http://www.myroms.com (Haidvogel et al., 2008) (last
access: 16 June 2016). ROMS data assimilation model out-
puts are publicly available through the Gulf of Mexico Re-
search Initiative Information & Data Cooperative (GRIIDC) at
https://doi.org/10.7266/n7-zc10-mz49 (Yu et al., 2018b). HYCOM
data can be downloaded at http://tds.hycom.org/thredds/catalog.
html (Chassignet et al., 2009) (last access: 9 July 2019).
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