
Ocean Sci., 14, 15–40, 2018
https://doi.org/10.5194/os-14-15-2018
© Author(s) 2018. This work is distributed under
the Creative Commons Attribution 4.0 License.

The density–salinity relation of standard seawater
Hannes Schmidt1, Steffen Seitz1, Egon Hassel2, and Henning Wolf1

1Physikalisch-Technische Bundesanstalt, Braunschweig, 38116, Germany
2Lehrstuhl für Technische Thermodynamik, Universität Rostock, Rostock, 18051, Germany

Correspondence: Henning Wolf (henning.wolf@ptb.de)

Received: 18 August 2017 – Discussion started: 5 September 2017
Revised: 11 November 2017 – Accepted: 19 November 2017 – Published: 4 January 2018

Abstract. The determination of salinity by means of elec-
trical conductivity relies on stable salt proportions in the
North Atlantic Ocean, because standard seawater, which is
required for salinometer calibration, is produced from wa-
ter of the North Atlantic. To verify the long-term stability of
the standard seawater composition, it was proposed to per-
form measurements of the standard seawater density. Since
the density is sensitive to all salt components, a density mea-
surement can detect any change in the composition. A con-
version of the density values to salinity can be performed
by means of a density–salinity relation. To use such a rela-
tion with a target uncertainty in salinity comparable to that in
salinity obtained from conductivity measurements, a density
measurement with an uncertainty of 2 g m−3 is mandatory.
We present a new density–salinity relation based on such ac-
curate density measurements. The substitution measurement
method used is described and density corrections for uniform
isotopic and chemical compositions are reported. The com-
parison of densities calculated using the new relation with
those calculated using the present reference equations of state
TEOS-10 suggests that the density accuracy of TEOS-10 (as
well as that of EOS-80) has been overestimated, as the ac-
curacy of some of its underlying density measurements had
been overestimated. The new density–salinity relation may
be used to verify the stable composition of standard seawater
by means of routine density measurements.

1 Introduction

For almost 40 years, the salinity1 of seawater has been indi-
rectly determined by means of electrical conductivity. Since
the absolute conductivity cannot be measured as accurately
as required for precise salinity measurements (Seitz et al.,
2010), the conductivity has been measured relative to that
of standard seawater2; the conversion to salinity is carried
out by means of the (relative) conductivity–salinity rela-
tion PSS-78 (JPOTS, 1981a, b). In practice, this is achieved
by calibrating salinometers and conductivity–temperature–
depth devices using standard seawater, which is diluted to
obtain the conductivity of the potassium chloride standard
(Culkin, 1986; Bacon et al., 2007) used as a conductivity ref-
erence. An unconditional prerequisite for the comparability
of salinity measurements over long periods is, therefore, that
the salt proportions in standard seawater are stable. Unfortu-
nately, this cannot be guaranteed, as standard seawater is of
natural origin.

Recently, the long-term comparability of salinity measure-
ment results was discussed, with two main deficiencies being
elaborated (Pawlowicz et al., 2016): a lack of traceability to
a long-term stable and ubiquitous reference like the Interna-
tional System of Units (SI) and chemical composition vari-
abilities in standard seawater. These variabilities are likely to
increase in the coming decades, due especially to the absorp-
tion of carbon dioxide into the ocean resulting from accumu-
lation in the atmosphere (Millero, 2007). Both of these de-
ficiencies entail a risk of inconsistent long-term salinity val-

1“Salinity” refers strictly to practical salinity unless there is an
exact specification.

2Standard seawater recognized by the International Association
for the Physical Sciences of the Oceans (IAPSO) prepared from sea-
water of the North Atlantic Ocean.
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ues. To remedy the deficiencies, Seitz et al. (2011) proposed
to perform routine measurements of the standard seawater
density. In practice, this would be achieved by determining
the salinity of a standard seawater batch not only by con-
ductivity measurement, but also by density measurement; the
conversion to salinity is carried out in this second approach
by means of a density–salinity relation. Since the salinity ob-
tained from density is sensitive to all components of the stan-
dard seawater, a change in its composition would lead to an
inconsistency of the “density salinity” and the “KCl salinity”.

To obtain a reliable statement about the consistency of the
density salinity and the KCl salinity, they have to be com-
pared against the background of their uncertainties. The re-
producibility of the KCl salinity is 0.0004 (Bacon et al.,
2007). However, this reproducibility is only valid for the
time of preparation (Seitz et al., 2010), as, during storage,
glass container material dissolves in the seawater, which is
mainly silicate (e.g. Poisson et al., 1978; Higgs and Ridout,
2011; Uchida et al., 2011). The uncertainty in the “conduc-
tivity salinity” obtained by means of a salinometer is at least
0.0022 (Le Menn, 2011), and requires freshly prepared stan-
dard seawater for calibration. The corresponding values in
terms of density are 0.3 g m−3 (for 0.0004) und 1.8 g m−3

(for 0.0022). The present reference equation of state TEOS-
10 (IOC et al., 2010) summarizes the most accurate density
measurements obtained from standard seawater conducted
by Millero et al. (1976) and by Poisson et al. (1980). TEOS-
10, which implicitly contains a density–salinity relation of
standard seawater, predicts the density with an estimated un-
certainty of at least 8 g m−3 (Feistel, 2008), which is signifi-
cantly higher than 1.8 g m−3, but reflecting the measurement
uncertainty in seawater density at that time.

In this article, a new density–salinity relation is presented,
whereby the salinity can be determined by means of density
measurement with an accuracy of up to 0.003 for salinities
up to 35, temperatures between 5 and 35 ◦C and atmospheric
pressure, which is similar to the accuracy achieved by sali-
nometers. The density was determined by using the substi-
tution method developed by Schmidt et al. (2016). Because
the water-isotopic and salt-chemical compositions, as well
as the air saturation, of the seawater samples changed during
preparation, storage and measurement, corrections were ap-
plied to specify the seawater density for uniform conditions;
these corrections are of the same order of magnitude as the
measurement uncertainty and are therefore essential for high
accuracy. The corrected density values were used to develop
a density–salinity relation. The comparison of densities cal-
culated by means of the new relation with those calculated
by means of TEOS-10 suggests that TEOS-10 (as well as
EOS-80) predicts densities significantly too high by up to
15 g m−3. The deviations increase systematically with salin-
ity. A plausible explanation was found in the design of the
flotation densimeter (Millero, 1967) that Millero et al. (1976)
used for their measurements obtained from standard seawa-
ter.

The new density–salinity relation may be used to reliably
verify the stable composition of standard seawater by means
of routine density measurements. On the one hand, the deter-
mination of salinity by means of conductivity is retroactively
ensured in case of consistency; on the other hand, in case of
inconsistency, a need for action is demonstrated.

2 Density measurements

Determining salinity by means of conductivity measure-
ment is supported by the relations of PSS-78. To develop
the density–salinity relation in such a way that it is consis-
tent with PSS-78, the density measurements have to be ob-
tained from seawater whose salinity determination is consis-
tent with the salinity determination of the seawater used to
develop PSS-78. In addition to the consistency of salinity
determination, the accuracy of the density measurement is
decisive. The more accurate the density measurement is, the
more accurately the salinity can be determined (by means of
the density–salinity relation). To achieve an accuracy in the
density salinity that is equal to that in the conductivity salin-
ity, a density uncertainty of 2 g m−3 is required. To this end,
substitution measurement with a vibrating-tube densimeter
relative to a water reference had been proposed (Wolf, 2008)
before a substitution method specifically for seawater was
developed and validated (Schmidt et al., 2016).

In this section, the preparation of the seawater measured
and the determination of its salinity are described. The con-
sistency of the salinities determined in the present, which
were used to develop the density–salinity relation, with the
salinities determined in 1978, which were used to develop
PSS-78, is discussed. The substitution method and the appa-
ratus used for the density measurement are briefly outlined,
as they have already been described in detail by Schmidt et
al. The uncertainty in density is discussed with regard to the
uncertainty in salinity obtained from a density measurement
and the subsequent calculation by means of the density–
salinity relation.

2.1 Substitution method

In a substitution method, a sample (seawater) with an un-
known density and a similar, well-known reference (water)
are measured (ideally, at the same time) using the same mea-
surement device (densimeter). Deviations in the measure-
ment results caused, for example, by a drift or a tempera-
ture deviation can be corrected, as they cause similar effects
on seawater and on water. As a result, the measured densi-
ties of seawater and water have similar deviations from their
true value. The difference equation for calculation of the cor-
rected density from the measurements obtained from seawa-
ter and water is

ρSW
subs− ρ

H2O
ref = ρ

SW
mes− ρ

H2O
mes , (1)
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where ρSW
mes and ρH2O

mes are the measured seawater and wa-
ter densities, and ρSW

subs and ρH2O
ref are the corrected seawa-

ter (substitution) density and the well-known water reference
density. If the absolute seawater density is determined from
a substitution measurement (by calculating ρSW

mes− ρ
H2O
mes +

ρ
H2O
ref ), the result includes the uncertainty in the water ref-

erence density. By contrast, if the seawater density relative to
water is determined (by calculating ρSW

mes− ρ
H2O
mes ), the refer-

ence uncertainty is not included.
The water reference density was calculated using the equa-

tion of state developed by Wagner and Pruß (2002). A de-
scription of the calculation is given in Appendix A. The ref-
erence density uncertainty is 1 g m−3 for atmospheric pres-
sure, 10 g m−3 for pressures up to 10 MPa, and 30 g m−3 for
up to 100 MPa. The uncertainty in a corrected seawater den-
sity resulting from a substitution measurement mainly de-
pends on the uncertainty in the water reference density, but
also on the similarity of seawater and water in terms of their
relevant thermophysical properties, as well as on the stability
and linear characteristics of the densimeter used. It should be
noted that the linearity is regularly checked in measurements
on reference liquids with densities between 700 kg m−3 and
1600 kg m−3; furthermore, the linearity was particularly val-
idated in the seawater density range by means of comparison
measurements against a hydrostatic weighing apparatus for
both the densimeters used for atmospheric and high pressure;
details have been given by Schmidt et al. (2016).

2.2 Materials

2.2.1 Reference water

The water used as the reference liquid in the substitution
measurements was prepared using tap water from Braun-
schweig, Germany. It was purified using a reverse osmo-
sis module, an ion exchanger, and a 0.2 µm filter. Its purity
was checked by measuring the water conductivity at the out-
let of the filter; the conductivity at 20 to 25 ◦C was always
lower than 0.1 µS cm−1. The water was degassed by boiling
it for half an hour under minimum power. Immediately af-
terwards, it was poured into borosilicate vessels that were
sealed in a hot state. This water was used for measurements
over the course of 1 week. The reference water–air saturation
was 20 % with an uncertainty of 10 %. The isotopic abun-
dances of deuterium and of oxygen-18 against Vienna Stan-
dard Mean Ocean Water were −59 and −8.5 ‰. The abun-
dances were measured before and after degassing and no sig-
nificant differences were found. Details that have been given
by Schmidt et al. (2016) are complemented by the Supple-
ment to this article.

2.2.2 Seawater

All seawater samples were obtained from Ocean Scientific
International Ltd. (OSIL), Havant, UK, which also deter-

mined the salinity values. Samples with salinities of 10, 30,
and 35 were taken from batches 10L13, 30L15, and P153.

Additionally, diluted seawater with salinities of 5, 15,
20, and 25 was studied. These seawater batches were pre-
pared using the same procedure as that used for the standard
batches with salinities 10 and 30: First, a large amount of
natural seawater (as used for the preparation of standard sea-
water) was diluted with water until its salinity was approxi-
mately equal to the target salinity. The raw salinity was deter-
mined using a modified 8400B Autosal salinometer (Bacon
et al., 2007). Then, for calibration, a set of five samples per
salinity was obtained by means of weight dilution of stan-
dard seawater (from batch P154 with a salinity of 34.9962).
The balance used had a readability of 0.1 mg and was cali-
brated using weight standards traceable to the National Phys-
ical Laboratory, Teddington, UK (B. Childs, personal com-
munication, 2017). The salinity was again determined by the
Autosal salinometer, on the one hand, and by means of the
weights of the standard seawater and the water used for dilu-
tion on the other hand. The deviations found between the sali-
nometer salinities and the weight-calculated salinities were
used as calibration offsets for the raw salinities of the diluted
seawater.

The salinity homogeneity and calibration measurements
yielded the values and corresponding standard deviations
given in Table 1. The uncertainty in the salinity of standard
seawater was adopted from Bacon et al. (2007). The uncer-
tainty in the salinity of diluted seawater includes the standard
deviations of homogeneity and calibration measurements, as
well as the uncertainty in the salinity of standard seawater.
The systematic uncertainty contributions of weighing and re-
filling are negligible compared to the standard deviations.
The uncertainty in the salinity of dilute samples is 0.0006,
which corresponds to a density uncertainty of 0.5 g m−3.

2.3 Apparatus

Vibrating-tube densimeters (VTDs) were used for density
measurements performed using the substitution method. The
core of such a densimeter is a U-shaped tube that is fixed in
place on both ends. This tube is filled with the liquid to be
measured and then forced to oscillate; the resulting oscilla-
tion period is a measure of the liquid density. Since the vi-
brating tube can be easily accessed from the outside, liquids
can be filled in and changed quickly. This feature, together
with short-term stability, is necessary for the application of
the substitution method. Since the seawater sample and wa-
ter reference cannot be measured simultaneously, stability is
important for the duration of the alternating measurements.
Under these conditions, the drift of the densimeter can be
quantified using the deviations from the reference density (of
water) to correct the sample density (of seawater).

The set-up used for the density measurements at atmo-
spheric pressure is outlined in Fig. 1a. It comprises a fully
automated filling system, a VTD, and a peristaltic pump. The
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Table 1. Summary of the batches of the standard seawater samples.

Date of manufacture Salinity Homogeneity Calibration
mm/yyyy S Ua νd

eff σ b νe σ c νe Reference

10/2011 4.9958 0.0006 4 0.0000 4 0.0002 4 P154
03/2011 9.9887 0.0006 6 0.0001f 4f 0.0002f 4f P153
10/2011 14.9999 0.0005 8 0.0001 4 0.0002 4 P154
10/2011 20.0009 0.0007 7 0.0001 4 0.0002 4 P154
10/2011 25.0047 0.0005 17 0.0001 4 0.0002 4 P154
03/2011 29.9689 0.0006 25 0.0001f 4f 0.0002f 4f P153
03/2011 34.9917 0.0004 ∞ – – – – P153

a Uncertainty calculated based on b, c, and reference salinity (of standard seawater). b Mean standard deviation of five samples
from batches delivered. c Mean standard deviation of the five samples used for calibration. d Effective degrees of freedom
calculated based on those of homogeneity, calibration, and reference salinity. e Degrees of freedom. f Values are estimated.

Figure 1. Set-up used to measure the seawater density (a) at atmospheric pressure and (b) at high pressures (Schmidt et al., 2016). The arrows
indicate flow direction in capillary tubes. VTD – densimeter, PP – peristaltic pump, V1 – liquid switching valve, V2/V3 – air switching valves,
SW – seawater, H2O – water, HA – humid air, CV – cover, TW – tap water, MA – manometer for atmospheric pressure, MV – motor-driven
valve, HV – manual valve, SP – syringe pump, and MHP – manometer for high pressure (P1 – full-range sensor, P2 – low-range sensor).
Dashed lines indicate tubes filled with oil. © Bureau International des Poids et Mesures. Reproduced by permission of IOP Publishing. All
rights reserved.

filling system was created specifically for small filling vol-
umes to allow more repetitions in the substitution measure-
ments from a limited sample amount. To this end, a sequence
of humid air bubbles is used to rinse the previous liquid out
of the measuring cell. The bubbles of humid air are inserted
into the sample filling tubes using the V2 and V3 valves in
addition to the V1 valve to switch between the seawater sam-
ple and the water reference. The VTD used for the measure-
ments is a DMA 5000M (Anton Paar GmbH, Graz, Austria).
The peristaltic pump used to move the liquids is installed be-
hind the VTD to avoid any interaction of the peristaltic tube
material with the seawater or the water before the measure-
ment.

The set-up used for density measurements at high pres-
sures is illustrated in Fig. 1b. It uses an equal filling system
to fill the water and seawater like the set-up used for atmo-
spheric pressure. In addition to the filling system, the VTD,
and the peristaltic pump, a pressurization part is installed be-
tween the VTD and the peristaltic pump. In this part, wherein

the pressure is generated and measured, is a syringe pump
filled with oil to prevent corrosion of the pressure sensors.
The oil transmits the pressure generated in the syringe pump
directly to the water without using a pressure transmitter. A
long tube is installed between both parts (VTD and pressur-
ization part) to avoid diffusion of oil into the measurement
cell of the VTD. Two pressure sensors (P1 up to 14 MPa and
P2 up to 70 MPa) are used to increase the accuracy of the
pressure measurement. The offsets of these sensors at atmo-
spheric pressure are corrected by the values gained with the
atmospheric pressure manometer before each measurement.
The VTD used for the measurements at high pressures is a
DMA HP (Anton Paar GmbH, Graz, Austria). Details that
have been given by Schmidt et al. (2016) are complemented
by the Supplement to this article.

The substitution measurements at atmospheric pressure
were performed at a constant temperature. The water and
seawater were filled and measured in alternation. The water
densities measured were thus compared with the reference
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density; the deviations found were used to correct the seawa-
ter measurements.

The procedure for high pressures is similar to that used
for atmospheric pressure; however, the liquid is not replaced
during a high-pressure run at a constant temperature. Instead,
the liquid is replaced after decreasing the pressure back to
atmospheric conditions.

2.4 Substitution densities

The seawater density was measured in the temperature range
of 5 to 35 ◦C. The densities were corrected to integer temper-
atures in ◦C and either to 101 325 Pa or to integer pressures
in bar, if the substitution density was determined for high
pressures. The measured absolute seawater densities have
uncertainties of 2 g m−3 for atmospheric pressure, 14 g m−3

for pressures up to 10 MPa, and 34 g m−3 for pressures up
to 65 MPa. If stated relative to water, the seawater densities
for high pressures have significantly smaller uncertainties, as
they do not include the water reference uncertainty. The mea-
sured relative densities have uncertainties of 6 up to 14 g m−3

mainly depending on salinity.
Since the salinity uncertainty, which is 0.5 g m−3 in terms

of density, is significant compared to the density measure-
ment uncertainty for atmospheric pressure, it has to be con-
sidered in the development of the density–salinity relation.
This had already been done at this point by adding the salin-
ity uncertainty to the density measurement uncertainty.

2.5 Comparability of salinity

To determine salinity by means of conductivity, the PSS-
78 relations were developed based on five data sets3, which
comprise conductivity measurements obtained from potas-
sium chloride solutions and from standard seawater solutions
with salinities of 2 to 42. Standard seawater obtained from
batch P79 was used to define the reference point at salin-
ity 35. To this end, the mass fraction of the potassium chlo-
ride solution which has the same conductivity as standard
seawater (with salinity 35) was determined. These measure-
ments were reported by Culkin and Smith (1980), Dauphi-
nee et al. (1980a), and Poisson (1980a). Standard seawater
obtained from batches P73, P75, and P79 was used to de-
termine the conductivity of (diluted and concentrated stan-
dard seawater with) salinities 6= 35 relative to (seawater with)
a salinity of 35. These measurements were reported by Brad-
shaw and Schleicher (1980), Dauphinee et al. (1980b), and
Poisson (1980b). For weighing, very precise balances were
used, e.g. a Mettler M5 GD with a precision of 1 µg for the
potassium chloride or a Mettler B5 C1000 with a precision
of 0.1 mg for the solutions. The five data sets were used by
Perkin and Lewis (1980) to find the coefficients of empirical
correlations between salinity and (relative) conductivity that

3All publications cited here were also reprinted together
(JPOTS, 1981b).

set PSS-78. The standard deviations of these fits are 0.0007
for atmospheric pressure and 0.0015 for high pressures and
correspond to uncertainties of 0.0014 and 0.003 (Le Menn,
2011).

Both the salinities of the samples used to develop the
conductivity–salinity relation PSS-78 and the salinities of the
samples used to develop the density–salinity relation were
thus determined by weighing measurements. If a relation be-
tween density and conductivity is set using both relations,
then both (relation) uncertainties have to be taken into ac-
count. It should be noted that the density–conductivity re-
lation is only valid if standard seawater is consistent in its
composition. Conversely, this relation can therefore be used
to check the standard seawater composition.

The uncertainty in a salinity determined by means of con-
ductivity measurement that is supported by PSS-78 is (in
a best-case scenario) 0.0022 using a laboratory salinometer
and 0.0034 using a conductivity–temperature–depth device
(Le Menn, 2011). These uncertainties are 2 and 3 g m−3 in
terms of density. The accuracy of the seawater densities for
atmospheric pressure fulfils these criteria, both in absolute
terms and relative to the water reference. In the high-pressure
range, it is currently not possible to achieve a comparable ac-
curacy in absolute density using the substitution method and
a water reference, as here, the uncertainty in the water refer-
ence density is too high. This can be circumvented by stating
the seawater density relative to water.

Since the aim of developing the density–salinity relation
was to determine the salinity by measuring density with
higher accuracy than by measuring conductivity, a relative
density–salinity relation was developed instead of an ab-
solute density–salinity relation. The accuracy of a salin-
ity that is determined by measuring density at high pres-
sure and subsequent calculation using the (relative) density–
salinity relation is thus comparable to the salinity accuracy
of conductivity–temperature–depth devices.

3 Density corrections

Standard seawater is prepared using natural seawater taken
from the North Atlantic Ocean. To adjust the required salin-
ity, the natural seawater is diluted with water prepared us-
ing groundwater taken from the British mainland; since the
groundwater is isotopically depleted, the isotopic water com-
position of the natural seawater changes during dilution. Af-
ter preparation, the seawater is poured into borosilicate glass
vessels for delivery; these vessels are not completely inert
against seawater. Since the seawater was stored in these ves-
sels until the density measurements were made, glass mate-
rial was dissolved into the seawater, changing the chemical
composition by mainly increasing the dissolved silicate.

For the substitution measurements, the seawater was taken
directly from these vessels and pumped into the substitu-
tion densimeter, where the temperature is altered; since the
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seawater was air-saturated at 20 ◦C in the vessels before be-
ing pumped into the densimeter, the air saturation changed
in measurements at other temperatures. Since the seawater
density is significantly affected by these changes compared
to the measurement uncertainty of 2 g m−3, it is necessary
to apply corrections to uniform isotopic water and chemical
composition, as well as to uniform air saturation.

In this section, corrections for these density effects to the
following uniform conditions are presented: the hydrogen–
deuterium (H–D) and oxygen-16, 17, and 18 (16O–17O–18O)
isotopic composition of Vienna Standard Mean Ocean Water
(VSMOW), the initial chemical composition of the seawa-
ter before pouring (especially the silicate content), and air
saturation, which depends on temperature. The corrections
presented had been applied to the measured substitution sea-
water densities before the density–salinity relation was de-
veloped, thereby enabling uniform conditions and thus con-
sistency.

3.1 Isotopic composition

Water shows a variation in its isotopic composition. The nat-
ural variation comprises the H–D relation and the 16O–17O–
18O relation. The isotopic abundance of a water sample is
usually stated relative to that of the reference material VS-
MOW, whose isotopic composition is based on a mixture of
ocean waters (IAEA, 2006). The D isotopic abundance (as
well as the 18O abundance) is thus expressed as the ratio of
the amount-of-substance ratio of D and H in the sample to
the respective ratio in VSMOW, δD:

δD =

[
D
H

]Sample
/[

D
H

]VSMOW

− 1. (2)

The 17O abundance is usually not monitored, as it is very
small compared to the 18O abundance. In Earth’s deep ocean
layers, the isotopic composition varies by up to 4 ‰ in D and
0.3 ‰ in 18O, whereas in the surface ocean layers, these vari-
ations are up to 35 and 3 ‰ (Ferronsky and Polyakov, 2012)
due to precipitation. A variation in the isotopic abundance
affects the density directly: The corresponding variations are
0.1 g m−3 for the deep ocean and 1.3 g m−3 for the surface
ocean if calculated using Eq. (A2) given in Appendix A. Iso-
topic composition variations in the water of the pedosphere
are even more significant.

The D and 18O isotopic abundances δD and δ18 in the natu-
ral seawater that was used as the raw material for the diluted
seawater preparation at the area of sampling were measured
in 1972 and made available by Ostlund et al. (1987). The wa-
ter which is deionized and used for dilution of the natural sea-
water (N. Higgs, personal communication, 2011) is tap water
from Havant, UK, where the supplier of the IAPSO SSW is
located. Darling et al. (2003) analysed the isotopic compo-
sition of freshwaters in the British Isles. They used isotope
measurement data collected from around 1978 to 2003, in-

cluding in the region from which the water for dilution was
taken. The relevant values and uncertainties given by Ostlund
et al. and Darling et al. are given in Table 2. The equations
used to calculate the isotopic abundances of the diluted sea-
water after mixing standard seawater with water can be de-
rived from the amount-of-substance balance of the isotope
considered. For D and 18O, the equations derived are

δDSW
D =

(
δ

H2O
D + 1

)
·mH2O

+
(
δSSW

D + 1
)
·mSSW

· (1− SA)

mH2O+mSSW · (1− SA)
(3)

and

δDSW
18 =

(
δ

H2O
18 + 1

)
·mH2O

+
(
δSSW

18 + 1
)
·mSSW

· (1− SA)

mH2O+mSSW · (1− SA)
, (4)

where “DSW” refers to diluted seawater (after mixing) and
SA = SR = 35.16504

/
35 ·SP ·(gkg−1) is the absolute salin-

ity of standard seawater, which is assumed to be equal to the
reference salinity of IAPSO SSW according to the recom-
mendation of Millero et al. (2008). The calculated isotopic
abundance values and corresponding uncertainties of the sea-
water samples used for the density measurements are given
in Table 2. For calculation of the uncertainty, only the iso-
topic abundances of the water and seawater were taken into
account, as the other contributions are insignificant (for ex-
ample, the salinity of the natural seawater, which is diluted,
may differ by multiple g kg−1 without affecting δDSW

D and
δDSW

18 significantly).
The density difference due to the isotopic abundance

change during preparation, 1ρSW
prep, is estimated using

Eq. (A2), where 1δD = δ
DSW
D − δSSW

D and 1δ18 = δ
DSW
18 −

δSSW
18 are inserted for this purpose. Following this proce-

dure, the isotopic abundance effect on density is assumed
to be the same for seawater as for water at Tρmax = 3.98 ◦C
and p0 = 101 325 Pa and is calculated relative to the isotopic
composition of IAPSO SSW. 1ρSW

prep is approximated by

1ρSW
prep

(
S,Tρmax ,p0

)
gm−3 =−0.0700 · S+ 2.4577, (5)

where 1ρSW
prep (S,T ,p)≈1ρ

SW
prep

(
S,Tρmax ,p0

)
, and S, T ,

and p are the salinity, temperature, and (absolute) pressure,
respectively. The uncertainty in 1ρSW

prep is estimated to be
0.3 g m−3; uncertainties in the isotopic abundances are in-
significant.
1ρSW

prep is illustrated in Fig. 2. The more water is used
for dilution, the more the density decreases, as the water is
depleted in heavy isotopes compared to seawater. The den-
sity difference caused by the difference between the isotopic
composition of VSMOW and that of IAPSO SSW (which is
given in Table 2), 1ρSW

iso , is 0.3 g m−3.

3.2 Chemical composition

The seawater used for the measurements was stored in
230 mL borosilicate glass vessels (Bacon et al., 2007) from
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Table 2. Isotopic abundances of water and seawater (NSW – natural, DSW – diluted).

Type S δD U δ18 U Source
– – ‰ ‰ ‰ ‰ –

NSW 36.4 6.8 2.0∗ 1.06 0.20∗ Ostlund et al. (1987)
H2O – −40.0 2.0 −6.50 0.20 Darling et al. (2003)
DSW 5 −33.8 1.8 −5.50 0.18 –
DSW 10 −27.5 1.6 −4.48 0.16 –
DSW 15 −21.1 1.4 −3.45 0.14 –
DSW 20 −14.7 1.4 −2.42 0.14 –
DSW 25 −8.2 1.6 −1.37 0.16 –
DSW 30 −1.7 1.6 −0.32 0.16 –
IAPSO SSW 35 4.9 2.0 0.76 0.20 –

∗ Value is estimated.
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Figure 2. Density difference1ρSW
prep caused by isotopic water com-

position change (relative to IAPSO SSW) during preparation. U –
estimated uncertainty.

the time of preparation at OSIL to the time of measurement.
During this time, glass material that dissolved into the sea-
water has significantly altered the chemical composition, and
thus the density.

3.2.1 Silicate content of standard seawater

Uchida et al. (2011) analysed the silicate increase in stan-
dard seawater delivered by OSIL that was stored in the ves-
sels mentioned above. The silicate increase is related to the
dissolution of silica from the glass vessel material. Uchida
et al. measured the silicate molality of samples from batches
P144 to P152 depending on their storage time. These data
were used to estimate the initial silicate molality of the stan-
dard seawater used for the density measurements b0 (S = 35)
after it had been prepared, and directly before it was poured
into the vessels: 16.5 µmol kg−1 with a corresponding esti-
mated uncertainty of 20 %. This silicate molality – which,
in terms of conductivity, is insignificant – agrees well with

that of standard seawater of batches up to P71 (Poisson et
al., 1978) that were analysed shortly before the conductiv-
ity measurements of batch P75 and P79 seawater to develop
PSS-78.

3.2.2 Silicate content of the samples used for density
measurements

The silicate concentrations of some DSW samples from the
batches with salinities of 5, 10, 15, 20, 25, and 30 were
measured shortly after all density measurements had been
performed. The silicate concentration was measured at the
Alfred-Wegener-Institut, Helmholtz-Zentrum für Polar- und
Meeresforschung in Bremerhaven, Germany, using an Evo-
lution III flow-through spectrophotometer (Alliance Instru-
ments GmbH, Salzburg, Austria) according to Grasshoff et
al. (1999). The device was calibrated before, between, and
after the DSW sample measurements by measuring Merck
Millipore Certipur silicon standard solutions (Merck KGaA,
Darmstadt, Germany), which had a salinity of 36 and refer-
ence concentrations of around 7 and 50 µmol L−1.

The silicate concentration values of the DSW samples
were converted to the molality values that are given in Ta-
ble 3, including the corresponding storage time. The silicate
molality of the seawater that had salinities of 10, 30, and 35
is higher than that of the other batches, as it was stored longer
in the vessels (see Table 1 for details).

The reproducibility of a silicate concentration measure-
ment that uses the standards and method described above is
usually within 3 % (K.-U. Ludwichowski, personal commu-
nication, 2015). Since the dissolution of the vessel material
partly depends on the individual vessel, the difference in the
silicate molalities of two measurements (e.g. for salinity 10)
may be higher.

According to Grasshoff et al. (1999), the accuracy of the
measured silicate concentrations also depends on the differ-
ence in salinity between the Certipur standard solutions and
the DSW samples. Grasshoff et al. (1999) recommend to cor-
rect this effect by applying a constant, device-dependent cor-
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Table 3. Dissolved silicate molality of some DSW samples.

Vessel Salinity Storage Silicate in Uncertainty in Batch
time in years µmol kg−1 µmol kg−1

1 5 4.1 36.1 5.4 P154
1 10 4.7 43.2 7.2 P153
2 10 4.7 48.5 P153
1 15 4.1 37.9 5.6 P154
1 20 4.1 41.4 4.0 P154
2 20 4.1 39.5 P154
1 25 4.1 39.7 4.0 P154
1 30 4.7 57.6 6.0 P153
2 30 4.7 59.9 P153
– 35 4.7 61.3∗ 6.2∗ P153

∗ Estimated based on silicate molalities for salinities of 10 and 30.

rection factor derived from calibration measurements. The
resulting correction increases linearly based on the salinity
difference between the sample (higher salinity) and the stan-
dard (lower salinity). For measurements of samples with a
salinity of greater than 30, the correction is smaller than 3 %.
Assuming a correction due to the salinity effect of 3 % at a
salinity difference of 6 and a linear increase thereof, the cor-
rection increases to 10 % at a salinity of 15 and to 16 % at a
salinity of 5. We considered this by including the effect in the
uncertainty and estimated the uncertainty in silicate molali-
ties to be dominated by the batch homogeneity for salinities
above 20; for salinities lower than 20 we estimated the uncer-
tainty to be dominated by the correction due to the salinity.
Values of the estimated uncertainty in silicate molality are
given in Table 3.

3.2.3 Density correction to initial silicate content

Since the density measurements obtained from seawater
samples were performed before the silicate molality mea-
surements, the storage time and the silicate molality were
different at that time.

Uchida et al. (2011) estimated the relation between the sil-
icate molality b and the storage time t in the vessels to be
linear. The silicate–storage time relation of the seawater sam-
ples used in the density measurements is therefore estimated
based on the initial silicate molality b0 (of Uchida et al.) and
the measurements of the silicate molality b1 (given in Ta-
ble 3) at storage time t1 given by

b = b0+
b1− b0

t1
. (6)

The initial silicate molality of the DSW samples that
have a salinity of less than 35 is derived from b0 = SP ·

b0 (SP = 35)
/

35, where the water added to the SSW is as-
sumed to be free of silicate.

The borosilicate vessels used to store the seawater sam-
ples are assumed to consist of wSiO2 = 80 % (in weight) sil-

ica similar to Duran (DURAN Group GmbH, 2009) or Pyrex
(Corning Inc., 2014) borosilicate glass. The dissolution of
the silica material is determined using the measurements de-
scribed above. The dissolution of the remaining 20 % borosil-
icate glass material, which is B2O3 (13 %) but also Na2O,
and Al2O3, is assumed to be similar to the dissolution of sil-
ica (Grambow, 1985). The overall dissolved mass of glass
material is therefore given by1m=MSiO2

/
wSiO2 ·1nSiO2 ,

where MSiO2 = 60.08 kg kmol−1 is the molar mass of sil-
ica and 1nSiO2 is the amount-of-substance silica from the
glass material that was dissolved into seawater (relative to the
initial silicate molality). Additionally,1nSiO2 ≈ (b− b0) ·m,
where m is the seawater mass.

The increase in seawater density due to the dissolution of
glass material during storage, 1ρSW

stor , is calculated assuming
that the seawater volume remains constant and only the mass
increases:

1ρSW
stor = ρ ·

MSiO2

wSiO2

· (b− b0) , (7)

where ρ is the seawater density. The uncertainty in the den-
sity correction due to the dissolution of glass material is esti-
mated using Eq. (7) as a model equation, with Eq. (6) being
inserted. Furthermore, the following uncertainties are consid-
ered: (i) uncertainty in the silica mass fraction of glass ma-
terial: 5 %, (ii) uncertainty in the initial silicate content b0:
20 %, (iii) uncertainty in the measured silicate content b1: as
given in Table 3, and (iv) uncertainty in the storage time t1:
15 days.

Some values of the density correction that were applied
to the measured seawater densities are shown in Fig. 3. The
corrections are about 1 to 3 g m−3 and the corresponding es-
timated uncertainties are 0.4 g m−3, which yields an increase
in uncertainty of the measured values at atmospheric pres-
sure of up to 8 %. The scatter of the correction values for
high pressures is higher than that for atmospheric pressure,
as density measurements at high pressures take significantly
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longer; as a result, the period between the first and last mea-
surement is longer as well.

3.3 Air saturation

Usually, seawater samples used in highly accurate density
measurements in laboratories are air-saturated, as any de-
gassing procedure may change the salt composition. For wa-
ter, the effect of air solubility on density has been measured
directly, e.g. by Bignell (1983), by comparing the densities
of saturated and desaturated water.

For our density measurements, the seawater samples were
taken directly from the vessels delivered by OSIL as shown
in Fig. 1a. The vessels were stored in our laboratory at a tem-
perature of approximately 20 ◦C, at which the seawater equi-
librated with the air inside the (closed) vessels. Since the sea-
water was also pumped into the VTD at this temperature, the
air saturation was 100 % at 20 ◦C. After filling the VTD, the
seawater temperature was altered to the measurement tem-
perature. During this time, the saturation changed to under-
saturation at temperatures lower than 20 ◦C and to oversat-
uration at temperatures higher than 20 ◦C, as there was no
contact to air during the time of temperature equilibration,
which is approximately 15 min. This temperature-dependent
aeration is significant compared to the density measurement
uncertainty. For consistency of the air saturation, the mea-
sured densities have to be corrected to a saturation of ei-
ther 0 or 100 %. Because the density corrections to 100 %
are significantly smaller than those to 0 %, and because any
degassing procedure is problematic, the density values were
corrected to 100 % air saturation. Following this procedure,
the density–salinity relation was developed with the least loss
in accuracy.

The density correction is estimated taking into account
the fact that the amount of air molecules remains constant
while the liquid temperature changes from 20 ◦C to measure-
ment temperature before density measurement. To quantify
the density change of seawater by saturation with nitrogen,
oxygen and argon in an atmosphere with 100 % humidity, a
complex calculation similar to that for water of Harvey et
al. (2005) was carried out. For this calculation, the partial
molar volumes of nitrogen, oxygen and argon in water were
assumed to be equal in seawater. Salinity-dependent solu-
bility data of nitrogen and argon were taken from Hamme
and Emmerson (2004) and of oxygen from Garcia and Gor-
don (1992).

Carbon dioxide exists in three different significant forms
in seawater, i.e. as free aqueous molecule, CO2, as bicar-
bonate ion, HCO3

−, and as carbonate ion, CO3
2−, the sum

of all being called dissolved inorganic carbon (DIC). The
DIC concentration as well as that of each species depends
on salinity, temperature as well as CO2 partial pressure, if
the seawater is in contact with the atmosphere (as described
by Henry’s law for CO2). If the air is humid, the CO2 partial
pressure changes with temperature due to the water vapour

pressure, whereby CO2 is released from (for temperature in-
crease) or absorbed into seawater (for temperature decrease).
Since this affects the HCO−3 and CO2−

3 concentration, the
absolute salinity and thus the density are affected by temper-
ature changes. For standard seawater with a salinity of 35 ex-
posed to air with 100 % humidity, DIC is ≈ 2190 µmol kg−1

for 0 ◦C,≈ 2050 µmol kg−1 for 20 ◦C, and≈ 1870 µmol kg−1

for 40 ◦C 4, which, starting from 20 ◦C, results in density
changes of +1.7 g m−3 for 0 ◦C and −2.2 g m−3 for 40 ◦C.
A removal of all DIC results in a density change of up to
30 g m−35. Since standard seawater is equilibrated with air
at ≈ 20 ◦C for at least 4 weeks during its preparation (Bacon
et al., 2007) and the samples used in the substitution mea-
surements had also been stored at ≈ 20 ◦C, before they were
filled into the densimeter, where their temperature was al-
tered, the DIC was conserved and no correction is necessary.
By contrast, if seawater is exposed to the atmosphere dur-
ing a density measurement, as for example in a hydrostatic
weighing densimeter, a density correction may be necessary
for temperatures different from 20 ◦C.

The complex calculation showed that the different gas sol-
ubilities in water and seawater are negligible in terms of den-
sity, as the deviation between the calculated density change
of seawater and that of water (of Harvey et al., 2005) is
around 0.1 g m−3. Furthermore, it was found that it is suf-
ficient to consider only the nitrogen solubility to calculate
the density correction that is approximated by

1ρSW
aer =

(
1−

nN2 (100%, 20 ◦C)
nN2 (100%, T )

)
·1ρH2O

a (100%, T ) , (8)

where nN2 (100 %, 20 ◦C) and nN2 (100 %, T ) are the dis-
solved nitrogen amounts of a substance at 100 % saturation
at 20 ◦C and at measurement temperature as well as 1ρH2O

a
(100 %, T ) being the corresponding density effect, whose
calculation is described in Appendix A.

At measurement temperatures higher than 20 ◦C, the sea-
water is oversaturated during density measurement, as it was
saturated at 20 ◦C before filling. It is assumed that the nucle-
ation of microbubbles due to the oversaturation takes signif-
icantly longer than the time of temperature stabilization and

4DIC was calculated using the CO2calc software developed by
Robbins et al. (2010) with the carbonate constants given by Millero
(2010) that are also valid for low salinities, the acidity constant of
hydrogen sulfate given by Dickson (1990), the boron to chlorinity
ratio given by Lee et al. (2010) and the total pH scale. In the calcu-
lations, the total alkalinity was 2300 µmol kg−1 (IOC et al., 2010),
which is constant for CO2 exchange (Zeebe and Wolf-Gladrow,
2001), and the CO2 molar fraction was 400 ppm.

5The density change was calculated using 1ρ/1DIC=
0.0120gm−3/(µmolkg−1) (Song et al., 2005). Since Brad-
shaw (1973) found 0.0110gm−3/(µmolkg−1) and Ohsumi et
al. (1992) found 0.0128gm−3 /(µmolkg−1), the uncertainty in
1ρ/1DIC may be 20 %.
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Figure 3. Seawater density increase 1ρSW
stor caused by dissolution of glass material during storage. Some calculated values of samples used

for density measurements (a) at atmospheric pressure and (b) at high pressures. Uncertainty bars in (a) are examples that indicate some
uncertainties assigned to values at 25 ◦C.

−2 

−1 

0

1

0 10 20 30 40

Δρ
S aW er

/ (
g 

m
−

3 )

Temperature / ° C

+U

−U

Figure 4. Density correction due to air saturation correction based
on 100 % saturation at 20 ◦C. U – estimated uncertainty.

density measurement, which is always less than 30 min. The
density effect caused by oversaturation is therefore assumed
to be proportionally equal to that up to saturation. The cal-
culated density correction and the corresponding estimated
uncertainty, which is 0.4 g m−3, are illustrated in Fig. 4. The
density correction is significant at temperatures less than
15 ◦C compared to the measurement uncertainty of 2 g m−3,
as the gas solubility is significantly higher at low tempera-
tures.

Based on a measured substitution density, ρSW
subs, that has

been corrected to the uniform isotopic water and chemical
compositions and to 100 % air saturation, a seawater density,
ρSW, was calculated by

ρSW
= ρSW

subs−1ρ
SW
prep+1ρ

SW
iso −1ρ

SW
stor+1ρ

SW
aer +1ρ

SW
tar , (9)

where 1ρSW
tar is a density correction to integer salinities in-

troduced for practicability.

4 Density–salinity relation

In this section, the development of the density–salinity re-
lation is described. Although this relation should be used to
determine the salinity by means of density, it was set up as a
density function of salinity, temperature, and (absolute) pres-
sure, i.e. ρ = f (S, T ,p), as doing so allows the data to be
approximated more precisely. As a result, the salinity has to
be calculated using inverse methods. Since the relation was
developed relative to the water density for higher accuracy,
the salinity range from 0 to 5 is included by adding the val-
ues of pure water. To make use of this relation even beyond
this range and the ranges measured, the uncertainty was esti-
mated for somewhat wider ranges in the absence of measure-
ment data. The relation accuracy was verified by means of a
new method that verifies the uncertainty in predicted results
locally using the measurement results, taking into account
the correlation between the two. This is particularly advan-
tageous for empirical fit equations, as these are not physical
laws and are therefore not inherently consistent, i.e. they are
not independent of the measurement results themselves.

4.1 Physical model

The density of air-saturated seawater is modelled based on
degassed water, whose density is given by ρH2O

0 . Salt that
has a relative composition similar to that dissolved in stan-
dard seawater is added to the degassed water. The salt con-
tent is given implicitly by the salinity. The density of the de-
gassed water changes after the salt is added by 1ρSW

0 . In
addition, air with a defined composition is absorbed, as a re-
sult of which the density changes by 1ρSW

a . The density of
air-saturated seawater, ρSW, is thus given by

ρSW
= ρ

H2O
0 +1ρSW

0 +1ρ
SW
a , (10)

where ρH2O
0 is the density of degassed water, 1ρSW

0 is the
density change due to dissolved salt, and 1ρSW

a is the den-
sity change due to absorbed air. The density change due to
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dissolved salt and absorbed air may be summarized by1ρSW

and may also be called relative density of air-saturated sea-
water, as the seawater density was measured relative to water
in the substitution measurements.

If the salt is added at the atmospheric pressure p0, the wa-
ter density changes by 1ρSW

0 (p0). If the salt is added at the
pressure p 6= p0, the water density changes by 1ρSW

0 (p). If
the difference between the two changes is 11ρSW

0 (p−p0),
then the density change due to dissolved salt at any pressure
is given by

1ρSW
0 =1ρSW

0 (p0)+11ρ
SW
0 (p−p0) , (11)

where 1ρSW
0 (p0) is the density change due to dissolved salt

at the atmospheric pressure p0 and 11ρSW
0 (p−p0) is the

difference between the density changes at the pressure p and
at the atmospheric pressure p0.

The solubility of gases in liquids is described well at in-
finite dilution and low pressure by means of Henry’s law,
according to which the number of absorbed gas molecules is
proportional to the gas pressure above the liquid. However,
since there is no reservoir for additional gas at high pressure,
only the air absorption at the gas pressure p0 is taken into
account for modelling. In addition, it is assumed that the ab-
sorbed air is incompressible. In the model, the density change
due to absorbed air is therefore not treated as a function of
pressure, i.e. 1ρSW

a 6= f (p).
The solubility of air in seawater depends on salinity

(Hamme and Emmerson, 2004; Garcia and Gordon, 1992).
The comparison of the N2, O2, and Ar solubilities in wa-
ter and seawater showed that the resulting density change in
both liquids is approximately equal. In the model, the den-
sity change due to absorbed air is therefore not a function of
salinity, i.e. 1ρSW

a =1ρ
H2O
a 6= f (S).

4.2 Fitting of 1ρSW
0 (p0)

The values of the seawater density for atmospheric pressure,
ρSW, which were obtained from the measurements and cor-
rected to the uniform conditions, were broken down accord-
ing to Eq. (10) into the corresponding values of the water
density, ρH2O

0 , and the values yielded by the density change
due to dissolved salt and absorbed air (or relative density of
air-saturated seawater), 1ρSW. For this purpose, the water
density was calculated using the equation of state developed
by Wagner and Pruß (2002), by means of which the water
reference density for the substitution measurements was cal-
culated as well. Therefore, the uncertainty in the relative den-
sity is up to 20 % lower than that in the absolute density.

The values of the relative density of air-saturated seawa-
ter 1ρSW were broken down into the resulting values of the
density change due to dissolved salt, 1ρSW

0 (p0), and the
corresponding values of density change due to absorbed air,
1ρSW

a . For this purpose, the values of1ρSW
a were calculated

using the equation of Harvey et al. (2005), which is valid for
the absorption of air into water at p0 = 101 325 Pa, but were

adopted for the absorption of air into seawater according to
the physical model described above:

1ρSW
a (T )

gm−3 =0.103− 2.371× 105
·

(
T

◦C
+ 75

)−2.5

+ 1.82× 10−7
·

(
T

◦C
+ 75

)3

, (12)

where the model air composition is 78.1 % N2, 20.9 % O2,
0.9 % Ar, and 0.4 ‰ CO2. This equation is also given in Ap-
pendix A, but is repeated here for clarity. Free aqueous CO2
contributes less than 0.2 g m−3 to1ρSW

a and is therefore neg-
ligible.

The values of the relative density of degassed seawater,
1ρSW

0 (p0), were used to fit the coefficients ai,j of the fol-
lowing empirical equation:

1ρ0 (p0)=1ρ
o
0 · σ ·

5∑
i=0

5−i∑
j=0

ai,j · τ
i
· σ j , (13)

where 1ρo
0 = 30kgm−3, τ = T

/
T o is the reduced temper-

ature with T being the temperature in K and T o
= 288.15K,

and σ = S
/
So is the reduced salinity with S being the salin-

ity and So
= 35. The values of 1ρo

0 , T o, and So (as well as
11ρo

0 and πo below) were chosen for practical handling of
the fit coefficient values and do not have a physical meaning.

The linear fit coefficients ai,j were determined by
uncertainty-weighted least squares fitting within the Monte
Carlo based approach described in Appendix B. The fit co-
efficients were initially averaged from up to n= 1500 runs,
where no longer significant effects on calculated values or
uncertainties thereof were found. Finally, the coefficients
were averaged from n= 15000 runs to be certain. The fit-
ting yielded the values of ai,j given in Table 4, which were
reduced to the significant number of digits.

The residuals of the fit using the coefficients given in Ta-
ble 4 are illustrated in Fig. 5, where they are compared with
the density–salinity relation uncertainty, U , whose determi-
nation is described below. The residual standard deviation is
1.1 g m−3. No systematic deviation of the residuals depend-
ing on salinity or temperature was found.

If the density of air-saturated seawater is calculated us-
ing the density–salinity relation, the (fitted) relative sea-
water density plus the (artificially inserted) density change
due to absorbed air is used, i.e. 1ρSW

=1ρSW
0 +1ρ

SW
a .

However, 1ρSW
a has practically no statistical influence on

the fitting of 1ρSW
0 , and therefore no statistical influence

on 1ρSW. Consequently, if 1ρSW is calculated, its un-
certainty is U

(
1ρSW

0
)
, i.e. that of the degassed seawater

density, whereas, if 1ρSW
0 is calculated, its uncertainty is

[U(1ρSW
0 )2+U(1ρSW

a )2]1/2, i.e. that of the degassed sea-
water density and that of the density change due to absorbed
air.
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Table 4. Values of the coefficients ai,j of Eq. (13).

i j Value i j Value i j Value

0 0 2.65627133× 10+2 1 1 8.0658117× 10+1 2 3 −4.1658× 10−1

0 1 −2.272462× 10+1 1 2 −8.62107× 10+0 3 0 −1.996354156× 10+3

0 2 3.17932× 10+0 1 3 6.3513× 10−1 3 1 6.332479× 10+1

0 3 −2.78076× 10−1 1 4 6.7777× 10−2 3 2 −2.182108× 10+0

0 4 −3.7051× 10−2 2 0 2.182680018× 10+3 4 0 9.16301655× 10+2

0 5 −6.648× 10−3 2 1 −1.0724787× 10+2 4 1 −1.4043174× 10+1

1 0 −1.198640497× 10+3 2 2 7.686316× 10+0 5 0 −1.68713114× 10+2

The uncertainty in 1ρSW
0 (p0) was determined and veri-

fied using the approach described in Appendix B. The cal-
culated uncertainty is at least (0.7 g m−3) at a salinity of 15
and at 25 ◦C, and increases as expected at higher salinities, as
well as at lower and higher temperatures (up to 1.2 g m−3).
The subsequent uncertainty verification yielded four incon-
sistent densities whose residuals were higher than their cor-
responding uncertainties. The uncertainty was therefore in-
creased to 2 g m−3 in the entire measurement region of salin-
ities up to 35 and temperatures from 5 to 35 ◦C.

Since the density–salinity relation may be used for calcu-
lations in a wider region, e.g. salinities up to 40 and tem-
peratures from 0 to 40 ◦C, we also estimated the uncertainty
in 1ρSW

0 (p0) for this region in the absence of measurement
data. The density uncertainty in the wider (extrapolation) re-
gion was also calculated using the approach described in Ap-
pendix B, whereby the possible variation of the fit polyno-
mial outside the measured salinity and temperature region is
taken into account. The uncertainties resulting from this cal-
culation are shown in Fig. 6a together with the uncertainty of
the measurement region. For practicability, the highest uncer-
tainty in a particular region was assigned. The uncertainties
in the extrapolation region are at least twice as much as in the
measurement region.

To calculate salinity using relative density and temperature
values by means of the density–salinity relation, the uncer-
tainty in salinity was also determined in the measurement and
extrapolation region. The salinity uncertainty was calculated
by multiplying the density uncertainty by the partial deriva-
tive of salinity by density, i.e. U (S)= U

(
1ρSW)

· ∂S
/
∂ρ.

The uncertainties resulting from this calculation are shown
in Fig. 6b. A salinity determined by means of a calculation
using the relation has an uncertainty of 3×10−3. If measure-
ment values are used for calculation, their uncertainty has to
be considered.

Since the mathematical formulation of the density-salinity
relation is empirical and does not contain any theoretical
boundary conditions for infinite dilution, as for example
implemented in TEOS-10, the question arises whether the
relation correctly predicts the density for very low salini-
ties. Additionally, no uncertainty verification in the extrap-
olation region is possible using the fitting data set. There-
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Figure 5. Residuals 1 (measured minus the predicted values) re-
sulting from the fit of 1ρSW

0 (p0). U – uncertainty in the density–
salinity relation.

fore, additional substitution density measurements were con-
ducted: The density of diluted standard seawater with salin-
ity 2 was measured at some temperatures and the density
of some samples of the seawater used for determination of
the density–salinity relation was measured at 1 ◦C. The sea-
water with salinity 2 was prepared like the seawater with
salinities from 5 to 30. Unfortunately, the precision in the
salinity-2-calibration was lower, so that the uncertainty in
salinity is 0.0028 corresponding to an uncertainty in den-
sity of 2.2 g m−3. The density results were corrected to the
uniform isotopic water and the chemical salt compositions
as well as air saturation as described in Sect. 3. The density
deviations of the corrected results from the predicted values
of the density–salinity relation are shown in Fig. 7. In both
cases, the deviations are well within the uncertainty in the
density–salinity relation. For the measurements of seawater
with salinity 2, even if the uncertainty in salinity is treated as
an offset to all deviations, the deviation is within its uncer-
tainty. No inconsistencies are caused by the non-compliance
with theoretical boundary conditions for very low salinities
and atmospheric pressure.
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4.3 Fitting of 11ρSW
0 (p−p0)

The values of the seawater density for high pressures, ρSW,
were broken down according to Eq. (10) into corresponding
values of the water density, ρH2O

0 , and the values yielded by
the density change due to dissolved salt and absorbed air (or
relative density of air-saturated seawater), 1ρSW. Since the
water density was calculated analogously to the atmospheric
pressure densities, the uncertainty in the relative density is up
to 50 % lower than that in the absolute density for pressures
up to 10 MPa and up to 80 % lower for up to 65 MPa.

The values of the relative density of air-saturated seawater,
1ρSW, were broken down into the values yielded by the den-
sity change due to dissolved salt,1ρSW

0 , and the correspond-
ing values of the density change due to absorbed air, 1ρSW

a .
For this purpose, the values of 1ρSW

a were calculated analo-
gously to the atmospheric pressure densities using Eq. (12).

The values of the density change due to dissolved salt,
1ρSW

0 , were further broken down according to Eq. (11) into
the values of the density change due to dissolved salt at the
atmospheric pressure p0 = 101 325 Pa, 1ρSW

0 (p0), and the

difference between the density change at (high) pressure p
and that at the pressure p0, 11ρSW

0 (p−p0). The relative
density values for atmospheric pressure that had been used
to fit the coefficients of Eq. (13), were used for this purpose.

The resulting values of the density difference
11ρSW

0 (p−p0) were used to fit the coefficients bi,j,k
of the following empirical equation:

11ρSW
0 (p−p0)=11ρ

o
0 · σ ·π ·

4∑
i=0

4−i∑
j=0

4−i−j∑
k=0

bi,j,k

· τ i · σ j ·πk, (14)

where 11ρo
0 = 2kgm−3, π =

(
p
/
po
− 1

)/
πo with p be-

ing the pressure in MPa, po
= p0 = 0.101325 MPa, and

πo
= 1000. Due to the formulation of the dimensionless

pressure π , 11ρ0 is exactly zero at p0, thereby ensuring
the high accuracy of the density at atmospheric pressure
1ρ0 (p0).

The linear fit coefficients bi,j,k were determined analo-
gously to the fit coefficients ai,j using the approach de-
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scribed in Appendix B. The fitting yielded the values of bi,j,k
given in Table 5, which were reduced to the significant num-
ber of digits. The residuals of the fit using the coefficients
given in Table 5 are illustrated in Fig. 8. The uncertainty
of the measured relative densities underlying the fit range
from 6 up to 14 g m−3 for salinities from 5 up to 35 and
were estimated conservatively. The fit standard deviation of
2.3 g m−3, which is 5 g m−3 for a probability of 95.45 %, and
the fact that no systematic deviation of the residuals depend-
ing on salinity, temperature, or pressure is found suggest that
the uncertainty in the measured relative densities may have
been overestimated, i.e. their accuracy may have been under-
estimated. The density uncertainty in the measurement re-
gion was determined using the approach described in Ap-
pendix B and yielded an uncertainty of 6 g m−3, thereby sup-
porting the suggestion. The uncertainty of 6 g m−3 was there-
fore adopted for the measurement region. One residual for
41.5 MPa, one for 52 MPa and two for 65 MPa, of 49, re-
spectively, exceed this uncertainty significantly.

The data set for fitting 11ρSW
0 (p−p0) comprises pres-

sures up to 65 MPa. Since the density–salinity relation may
be used for calculations over a wider range, e.g. pressures up
to 100 MPa, the uncertainty in this range was estimated in
the absence of measurement data. Summarized results of this
calculation are shown in Fig. 9a and c together with the re-
sults of the measurement region. For practicability, the high-
est uncertainty in a particular region was assigned. The un-
certainties in the extrapolation region are at least twice as
much as in the measurement region. For calculating salin-
ity using relative density, temperature, and pressure values
by means of the density–salinity relation, the uncertainty in
salinity was also determined in the measurement and extrap-
olation region. The salinity uncertainty was calculated by
multiplying the density uncertainty by the partial derivative

of salinity by density, i.e. U (S)= U
(
1ρSW)

· ∂S
/
∂ρ. The

uncertainties yielded by this calculation are shown in Fig. 9b
and d. A salinity determined by means of a calculation us-
ing the relation in the measurement region has an uncertainty
of 8× 10−3. If measurement values are used for calculation,
their uncertainty has to be included.

As pointed out above, the mathematical formulation of
the density–salinity relation is empirical and does not con-
tain any theoretical boundary conditions for infinite dilu-
tion. This is also an issue for the density at high pressures,
as here the measurement uncertainty in density is higher,
thereby causing more variability in the shape of the relation
for very low salinities. Therefore, additional measurements
were conducted on diluted standard seawater with salinity 2
for some temperatures. The samples used were obtained from
the same seawater as described above in Sect. 4.2; the cor-
rections were similar. The density deviations of the corrected
values from predicted values of the density–salinity relation
are shown in Fig. 10. The deviations are well within the un-
certainty in the relation. No inconsistencies are caused by
the non-compliance with theoretical boundary conditions for
very low salinities and high pressures.

5 Comparison with TEOS-10

The present reference equation of state for thermodynamic
properties of seawater is the Thermodynamic Equation
of Seawater (TEOS-10) adopted by the Intergovernmental
Oceanographic Commission (IOC et al., 2010). TEOS-10 de-
scribes the properties of degassed seawater in wide ranges of
salinity, temperature, and pressure relative to degassed wa-
ter with the VSMOW isotopic composition. Relative density
values calculated using TEOS-10 with salinities from 0 to
40 and temperatures from 0 to 40 ◦C have estimated uncer-
tainties of 8 g m−3 for atmospheric pressure, 17 g m−3 up to
10 MPa, and 26 g m−3 up to 100 MPa. To possibly reduce the
density uncertainty in these regions, TEOS-10 was compared
with the density–salinity relation.

5.1 Atmospheric pressure

For atmospheric pressure, the density deviation of TEOS-
10 from the density–salinity relation is shown in Fig. 11a.
TEOS-10 density values are always higher than those of the
density–salinity relation. The increase in the deviation with
salinity is approximately linear. At salinities higher than 25,
the deviation exceeds the estimated uncertainty of 8 g m−3

significantly. At salinities smaller than 5, the deviation, al-
though consistent, is unexpectedly high. Salinity 0, which
is pure water, defines the zero-line of TEOS-10 and of the
density–salinity relation.

To leave the linear increase in the deviation with salin-
ity seen in Fig. 11a out of consideration, a reduced form is
shown in Fig. 11b. Here,1ρ−1ρ(S = 35) ·S

/
35 is visual-
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Table 5. Values of the coefficients bi,j,k of Eq. (14).

i j k Value i j k Value

0 0 0 −7.739482× 10+2 1 0 3 3.8065× 10−1

0 0 1 7.621224× 10+1 1 1 0 2.09786× 10+0

0 0 2 −2.47174× 10+0 1 1 1 4.38047× 10+0

0 0 3 −5.109× 10−1 1 1 2 −2.5183× 10−1

0 0 4 5.975× 10−2 1 2 0 8.72384× 10+0

0 1 0 2.95926× 10+0 1 2 1 1.7845× 10+0

0 1 1 −1.98326× 10+0 1 3 0 −1.2344× 10−1

0 1 2 5.0082× 10−1 2 0 0 −3.72241428× 10+3

0 1 3 −6.353× 10−2 2 0 1 1.8587744× 10+2

0 2 0 −4.73032× 10+0 2 0 2 −2.80757× 10+0

0 2 1 −1.2834× 10+0 2 1 0 −1.147437× 10+1

0 2 2 −7.863× 10−2 2 1 1 −2.9345× 10+0

0 3 0 4.9266× 10−1 2 2 0 −4.66432× 10+0

0 3 1 −1.9762× 10−1 3 0 0 2.2414666× 10+3

0 4 0 −5.466× 10−2 3 0 1 −5.56069× 10+1

1 0 0 2.7623136× 10+3 3 1 0 6.98502× 10+0

1 0 1 −2.061301× 10+2 4 0 0 −5.0878713× 10−6

1 0 2 5.30055× 10+0

ized. It is found that the reduced deviation is always less than
5 g m−3.

To find possible causes of the unexpectedly high density
deviation, the density data on which TEOS-10 is based were
examined, where the uncertainty in salinity was considered
negligible. In the (S,T ,p0) region of interest, according to
Feistel (2003, 2008), TEOS-10 is based on a data set (JPOTS,
1981c, pp. 36–56) that consists of normalized density data
of Millero et al. (1976) and of Poisson et al. (1980), where
the density data of Millero et al. have a significantly higher
precision. For atmospheric pressure, this data set was also
used to fit the previous reference equation of state EOS-80
(JPOTS, 1981c), and, therefore, no comparison with EOS-80
was carried out.

Millero et al. (1976) measured the density of diluted and
standard seawater of batch P63 using a magnetic float den-
simeter. The comparison between the normalized densities
measured by Millero et al. and TEOS-10 shown in Fig. 12a
suggests that TEOS-10 is well fitted to these densities. Fur-
thermore, for salinities less than 30 (compared to for salin-
ities greater than or equal to 30), the deviation is strongly
scattered and the salinity value of each deviation value is dif-
ferent. This may be explained by the fact that not all den-
sity measurements were carried out in a closed measuring
vessel (JPOTS, 1981c, p. 35), thereby avoiding evaporation,
which would increase the salinity and density during a mea-
surement. To exclude the impact of the data normalization, a
comparison of the original densities of Millero et al. (1976)
and the density–salinity relation is shown in Fig. 12b, where
the measurements that were carried out in a closed mea-
suring vessel are separated from those that were putatively

carried out in an open measuring vessel. The deviations of
the closed-vessel measurements (for salinity 30 and 35) are
the smallest and scatter the least, whereas the deviations of
the open-vessel measurements (for all other salinities) scat-
ter highly. If it is assumed that evaporation occurred during
the open-vessel measurements, then the measured densities
can be systematically too high (or the assigned salinities too
small), which would cause the open-vessel deviations to be
too high. Furthermore, a linear fit curve that was developed
using the closed-vessel deviations is shown, as it is possible
that there is a systematic deviation increasing linearly with
salinity besides the evaporation. The smallest open-vessel
deviations, which are most likely not significantly affected
by evaporation, correlate conspicuously with this fit curve,
thereby supporting the possibility of systematic deviation.
The open-vessel densities for salinity 40, which are visible
as the highest deviations in Fig. 12b, were corrected (using
the closed-vessel densities) when the density data of Millero
et al. and Poisson et al. were normalized (JPOTS, 1981c,
pp. 35 and 58), which is why there are no significant de-
viations for salinity 40 in Fig. 12a. It should be noted that
for calculation of the density deviations given in Fig. 12a
and b, the temperatures at which Millero et al. made their
measurements were converted from the International Practi-
cal Temperature Scale 1968 to the International Temperature
Scale 1990 (CCT, 1997). To identify plausible causes of the
systematic deviation, we thoroughly examined the magnetic
flotation method used by Millero et al. for possible issues.

Magnetic float densimeters have the advantage over hydro-
static weighing densimeters that no mechanical coupling by
means of a suspension is needed to determine the buoyancy
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Figure 9. Uncertainty in the density–salinity relation at high pressures. Uncertainty in the relative density of air-saturated seawater,
U(1ρSW), that results from a calculation using salinity and temperature values for pressures (a) up to 65 MPa and (c) up to 100 MPa.
Uncertainty in salinity, U(S), that results from an inverse calculation using the relative density of air-saturated seawater and temperature
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force acting on a float (or sinker). Instead, this is achieved
with a magnetic coupling by placing a magnet into a float.
The float is brought to mechanical equilibrium, i.e. floats in
the liquid, by means of a current-carrying coil; here, the cur-
rent is a measure of the force, and thus of the liquid den-
sity. However, for density measurement the characterization
of the magnetic coupling is necessary in addition to the deter-
mination of the float volume, as in the case of a hydrostatic
weighing densimeter.

The densimeter used by Millero et al. for measuring the
seawater density consisted of a hollow float in the measur-
ing liquid of a vessel that had a volume of 250 mL, with
the coil mounted underneath. The float was made of Pyrex,
contained a permanent magnet that was a stirring bar and
was therefore probably made of Alnico, and had a volume of
32 cm−3 (Millero, 1967). The float was weighted with plat-
inum weights to adjust its buoyancy. The current that passed
through the coil was used to pull the float to the bottom of
the measuring vessel. Subsequently, the current intensity was

gradually reduced until the float lifted off the bottom. The
equilibrium current determined in this way, which was as-
sumed to define the state of floating, was a measure of the
liquid density.

Bignell (2006) discussed various methods for determining
the buoyancy force in magnetic float densimeters. For the de-
sign of the magnetic coupling system, the magnetic force ex-
erted on a permanent magnet by a current-carrying, circular
coil (without a metal core) was given by

Fmag =m ·G(z,R)=m ·
−3
2
·µ ·

R2
· z√(

R2+ z2
)5 · I, (15)

wherem is the magnetic momentum,G(z,R) is the magnetic
field gradient (along the axis perpendicular to the coil plane
through the coil centre point), µ is the permeability of the
medium between the permanent magnet and the coil, R is the
circular coil radius, z is the distance between the magnet and
the coil, and I is the current. In a measurement obtained from
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Figure 10. Deviation of measured from predicted seawater densities
1ρ in the interpolation region at salinity 2. U – uncertainty in the
density–salinity relation.

seawater, the magnetic force is therefore dependent on the
magnetic water properties and on the magnet-coil distance.

Bignell pointed out that the force on the magnet is also
dependent on the magnetic field, even for magnetically hard
materials. The magnetic force is therefore not linearly (as in
Eq. 15) but quadratically dependent on the equilibrium cur-
rent, i.e. Fmag = f1 · I + f2 · I

2, where f1 and f2 are mag-
netic coupling constants. For a magnetically hard material,
the force mainly depends on the linear term, whereas the
quadratic term is used as a correction.

Millero et al. used a cylindrical (instead of a circular) coil
and summarized the magnetic force as Fmag = f · I , where
the calibration factor f was determined with measurements
obtained from air-saturated water by weighing the float with
platinum weights. The seawater density was determined rel-
ative to water, i.e. relative to the calibration using water:

1ρSW
=
f ·
(
ISW
− IH2O)

V +mPt
/
ρPt

, (16)

where ISW and IH2O are the currents resulting from the mea-
surements obtained from air-saturated seawater and water, V
is the float volume, which is also determined by the calibra-
tion, and mPt and ρPt are the mass and density of the plat-
inum weights, which were identical in a measurement ob-
tained from seawater and water.

Since seawater and water have different magnetic prop-
erties, it is possible that the calibration factor f is signifi-
cantly different, i.e. µSW

6≈ µH2O
H⇒ f SW

6≈ f H2O. To rule
out this possibility, we carried out a representative calcula-
tion. Since, theoretically, Fmag ∝ µ · I for a cylindring (and
circular) ring coil, it follows directly that µSW/ µH2O

=

f SW/ f H2O if the permanent magnet is in the same position
in both measurements; the calibration factor of seawater is
thus calculated from that of water. The permeabilities are cal-
culated by µ= µ0 ·(1+χ), where µ0 = 4 ·π ·10−7 NA−2 is

the vacuum permeability, χSW
=−8.25×10−6, and χH2O

=

−9.04× 10−6 are the (dimensionless) volume susceptibil-
ities of seawater with a salinity of 29 (Imhmed, 2012)
and of water. The relative density deviation due to the
different permeabilities being neglected was calculated by
1ρSW (f SW,f H2O)

−1ρSW (f = f H2O) using (i) the cal-
ibration factor for water f = f H2O

=−3.5308gA−1 for
25 ◦C (Millero, 1967), (ii) the currents ISW

= 0.4A and
IH2O

= 0.15A, (iii) the platinum mass and density mPt =

0.7g and ρPt = 21 450 kg m−3, and (iv) the float volume
given above. The values (ii) and (iii) were chosen based on
a plot of calibration data of the flotation densimeter given by
Millero (1967), and correspond to a relative seawater den-
sity of 28 kg m−3. The calculation yields a density deviation
at the order of 0.01 g m−3; as a result, the differences in the
magnetic properties of seawater and water are not problem-
atic.

Since the volume of the float was also determined by
means of the calibration measurement using water, it is pos-
sible that this resulted in a significant deviation in the relative
seawater density. We therefore carried out a further represen-
tative calculation using the values (i–iv). Using this calcula-
tion, a density deviation of only 3 g m−3 is yielded for a rel-
ative volume deviation of 10−4. Although the volume results
indirectly from an extrapolation of the linear relation of the
magnetic coupling, Fmag = f · I , which is quadratic even for
magnetically hard materials according to Bignell (2006), it is
unlikely that a volume deviation of this magnitude will occur
in the calibration measurement; the float volume calibration
is therefore not problematic.

We performed a final calculation to estimate how signifi-
cant the precise height positioning of the permanent magnet
is, i.e. the distance from the coil. Two reasons for a change
of the distance are conceivable. On the one hand, the posi-
tion of the magnet (inside the float) or of the coil can change
in the time between the calibration measurement obtained
from water and the measurement obtained from seawater;
the permanent magnet was fixed in the hollow float using
wax (Millero, 1967). Density deviations that result from such
position changes are minimized if, after each measurement
obtained from seawater, a measurement obtained from wa-
ter had also been carried out (a quasi-substitution measure-
ment). On the other hand, the “lift-off” process, wherein the
equilibrium current is determined by sight, is not the same
for seawater and water in terms of speed (among other fac-
tors). Density deviations that result from such dissimilarities
are minimized, if, in additional to the “lift-off” current, the
“drop-down” current had been determined in the opposite
manner and both currents had been averaged for seawater
and water, respectively. Or, if in the measurement obtained
from seawater, the float was weighted with the aim to yield
the same current as in the calibration measurement using wa-
ter.

For the calculation, it was assumed that the height de-
pendence of the magnetic force given by z in Eq. (15)
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Figure 12. Deviation of densities obtained from standard seawater using a magnetic float densimeter by Millero et al. (a) The deviation of the
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for the circular coil is similar for the cylindrical coil used
by Millero et al. (1976). If the distance between magnet
and coil is z+1z, then f (z+1z)

/
f (z)= (z+1z)

/
z ·[(

R2
+ z2)/ (R2

+ (z+1z)2
)]5/ 2

holds. The displacement
of the coil or of the magnet can be treated mathematically as
the same, since f SW

= f (z+1z) applies to the measurement
obtained from seawater and f H2O

= f (z) applies to the mea-
surement obtained from water in both cases. Using the values
(i–iv), the coil radiusR = 20 mm and the distance z= 40 mm
for an unconsidered distance increase in 1z= 3 µm yield a
relative seawater density which is too high by 10 g m−3. R
and z were estimated based on a sketch and a dimension of
the flotation densimeter used (Millero, 1967). If a temporal or
permanent distance increase exists that is not considered, an
approximately linear density increase (or decrease) as seen
in Fig. 12b results.

The high sensitivity of the measurement density to the
magnet height position is one reason why magnetic flotation
densimeters that were developed later and that share a simi-
lar principle, e.g. that of Bignell (1982), use position sensing
systems with accuracies that are at least in the micrometre
range to keep the height, z, constant. The actual cause of the
significance of the density deviations seen in Fig. 12a and b
may therefore be an overestimation of the accuracy and pre-
cision of the magnetic flotation method used.

5.2 High pressure

TEOS-10 may be used to calculate densities for pressures
up to 100 MPa. In the (S,T ,p > p0)-region of interest, the
relative density data given by Chen and Millero (1976),
as well as thermal expansion data given by Bradshaw and
Schleicher (1970) and speed-of-sound data given by Del

Ocean Sci., 14, 15–40, 2018 www.ocean-sci.net/14/15/2018/



H. Schmidt et al.: The density–salinity relation of standard seawater 33

Grosso (1974) were used for fitting (Feistel, 2003, 2008).
Chen and Millero (1976) directly measured the seawater den-
sity, i.e. the specific volume, relative to water using a mag-
netic float densimeter whose magnetic force on the float was
determined as described above. By contrast, the data of Brad-
shaw and Schleicher (1970), and of Del Grosso (1974) allows
only the calculation of density differences using thermody-
namic relations, i.e. relative to a reference state of the abso-
lute seawater density with defined salinity, temperature, and
pressure.

An overview of the density deviation of TEOS-10 from the
density–salinity relation in the entire salinity–temperature re-
gion for atmospheric pressure is given in Fig. 13a. The in-
crease in the deviation with salinity seen in Fig. 11a for 5,
20, and 35 ◦C is also present for 0 ◦C. For higher tempera-
tures and salinities of around 20, the deviation increases un-
expectedly. A similar overview of the density deviation for
30 MPa is given in Fig. 13b. The density deviation for this
pressure is higher than that for atmospheric pressure. In the
measurement region, this trend continues globally for up to
65 MPa as seen in Fig. 13c, but, in the extrapolation region,
discontinues locally for up to 100 MPa as seen in Fig. 13d.
For all pressures, the densities calculated using TEOS-10 are
higher than the densities calculated using the density–salinity
relation. The uncertainty in the deviations, however, is not
exceeded significantly for higher pressures.

Chen and Millero measured the seawater density using a
densimeter that is similar to that for atmospheric pressure
used by Millero et al. (1976), which is why similar system-
atic deviations are likely. Both the thermal expansion data
of Bradshaw and Schleicher and the speed-of-sound data of
Del Grosso can only be compared with the density–salinity
relation if the absolute seawater and water density are in-
cluded in the calculation. The uncertainty in the water den-
sity calculated using IAPWS-95 is 10 g m−3 for pressures up
to 10 MPa and 30 g m−3 for up to 100 MPa. Since the de-
viation between TEOS-10 and the density–salinity relation
shown in Fig. 13b–d is comparable to this uncertainty, the
water density may be considered as a cause. For example,
Lin and Trusler (2012) showed by rough calculation of the
water density using their measured speed-of-sound data that
the IAPWS-95 density for 0 to 40 ◦C and pressures up to
100 MPa is within its uncertainty, but may be too low by a
few 10 g m−3. A detailed analysis of this issue was given by
Wagner and Thol (2015).

6 Summary

A density–salinity relation for IAPSO standard seawater was
developed by means of highly accurate density measure-
ments performed using a recently developed substitution
method. This relation makes it possible to consistently deter-
mine (practical) salinity by means of density measurement
at a level of accuracy that is comparable to that achieved by

means of a conductivity measurement supported by PSS-78
and related application routines. The relation has been de-
veloped as a function of salinity, i.e. 1ρ = f (S,T ,p), rela-
tive to the density of water, as such a function was better fit-
ted to the measurements, thereby increasing the accuracy of
the predicted results. The relation is valid for seawater with
the chemical salt composition of IAPSO standard seawater,
for the isotopic water composition of Vienna Standard Mean
Ocean Water, and for an air saturation of 100 % at all tem-
peratures and at atmospheric pressure. The reference density
is that of degassed water. The measurement range comprises
≤ S ≤ 35, 5 ◦C≤ T ≤ 35 ◦C, and 0.1 MPa≤ p ≤ 65 MPa. In
this range, the uncertainty in salinity (calculated from den-
sity) is 0.003 for atmospheric pressure and 0.008 for high
pressures; the uncertainty in density (calculated from salin-
ity) is 2 and 6 g m−3, respectively. Since the conditions oc-
curring in the ocean cover a wider range, the relation range
of validity has been extended to≤ S ≤ 40, 0 ◦C≤ T ≤ 40 ◦C,
and 0.1 MPa≤ p ≤ 100 MPa. In this range, the uncertainty
was estimated to be a multiple of that in the measurement
range, i.e. usually twice as much. A validation for tempera-
tures down to 0 ◦C was performed using additional density
measurements.

Density corrections for standard seawater were developed.
Because the chemical composition was changed by interac-
tions with borosilicate glass material of the storage vessel,
and because the seawater samples used in the measurements
were stored for different periods, the measured densities were
corrected to a uniform (i.e. the original) chemical composi-
tion. These corrections are up to 3 g m−3. Because the iso-
topic water composition of the standard seawater changed
due to the addition of water (with less deuterium, oxygen-17,
and oxygen-18) in the preparation of dilute seawater samples,
the measured densities were corrected to the uniform iso-
topic composition of VSMOW. These corrections are up to
2.5 g m−3. A further density correction was developed to cor-
rect the seawater air saturation to 100 %; where the tempera-
ture changed while air was excluded, the corrections were up
to 1.5 g m−3. Taken together, all corrections total more than
5 g m−3.

The density–salinity relation was compared with the ref-
erence equation of state for seawater TEOS-10. For atmo-
spheric pressure, density deviations of up to 15 g m−3 were
found, which is significantly greater than the deviation uncer-
tainty. Moreover, a systematic, linear dependence on salinity
was found. One reason for the deviations is likely an over-
estimation of the accuracy of the density data that TEOS-
10 (as well as EOS-80) is based on in this region. For high
pressures, density deviations of up to 40 g m−3 were found,
which is of the same order of magnitude as the deviation un-
certainty.
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Figure 13. Density deviation of TEOS-10 from the density–salinity relation (i.e. TEOS-10 minus DSR) for degassed seawater (a) at at-
mospheric pressure, (b) at 30 MPa, (c) at 65 MPa, and (d) at 100 MPa. The uncertainties in the deviation are 8, 26, 26, and 33 g m−3. The
deviations only exceed these uncertainties significantly at atmospheric pressure.

7 Conclusions

Seawater is changed during storage. Mainly silicon dioxide
dissolves from borosilicate glass material and forms silicic
acid, but over the long term, the solubility of other glass com-
ponents is also important. This affects the density of stored
seawater. If standard seawater is to be used as a density ref-
erence material, the solubility of all glass components must
be quantified so that the change in the chemical composi-
tion and in density can be calculated. This also includes the
dependence of this solution on temperature during storage;
storage at low temperatures may minimize this interaction.
For long-term storage, container materials that have a greater
chemical resistance should be investigated.

Knowledge of the isotopic composition is essential for
measurements obtained from seawater samples that are ar-
tificially diluted with water from different locations, as the

local isotopic water composition varies significantly. For nat-
ural seawater, this may be important in marginal seas.

The data situation of recent highly accurate density mea-
surements of standard seawater is poor, which is why further
measurements should be carried out using state-of-the-art
methods. The data of the density–salinity relation obtained
in the present study should be used as a correction to TEOS-
10.

Salinity is usually measured by means of a salinometer
measuring conductivity and by being calibrated by standard
seawater, which is of natural origin. A long-term change in
the salt proportions in seawater cannot be detected in this
way, as it will be overwritten by the (re-)calibrations with
standard seawater.

The density is sensitive to all components, including dis-
solved salts and gases (and even isotopes), and can be deter-
mined without natural reference materials. If the salt compo-
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sition of standard seawater is changing in the long term, the
density–salinity relation provides a metrological basis for de-
tecting this change.

As possible changes in the seawater density are expected
to be of the order of measurement uncertainty or even
smaller, a periodic assessment should be carried out over sev-
eral decades. Since the introduction of the salinity determi-
nation using standard seawater, 40 years have passed with-
out this. We propose a density measurement of any freshly
prepared standard seawater batch. A well-known example of
such a long-term assessment is the Keeling curve of the CO2
content in the atmosphere.

Data availability. The complete data used to develop and validate
the density–salinity relation are provided in the Supplement.
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Appendix A: Reference water density

The calculation of the reference densities ρH2O
ref assigned

to the water reference for the substitution measurements is
based on the equation of state (EOS) given by Wagner and
Pruß (2002), which was adopted by the International As-
sociation of the Properties of Water and Steam in 1995 as
IAPWS-95:

ρ
H2O
0 = ρIAPWS−95, (A1)

where ρIAPWS−95 is valid for degassed water with VSMOW
(IAEA, 2006) isotopic composition. The values calculated
with this equation were therefore corrected to the air satura-
tion and isotopic composition of our water reference to cal-
culate its density accurately. The equation to correct for iso-
topic composition was taken from Tanaka et al. (2001) and
is

1ρ
H2O
c

(
Tρmax ,p0

)
gm−3 = 0.233 ·

δ18

‰
+ 0.0166 ·

δD

‰
, (A2)

where 1ρH2O
c is the density difference due to isotopic com-

position, δD and δ18 are the isotopic abundances of deu-
terium and oxygen-18 relative to VSMOW composition,
Tρmax = 3.98 ◦C (at maximum density), and p0 = 101 325 Pa.

The correction for air saturation was taken from Harvey et
al. (2005) and is (valid for 0 to 50 ◦C and 101 325 Pa)

1ρ
H2O
a (T ,p0)

gm−3 =0.103− 2.371× 105
·

(
T

◦C
+ 75

)−2.5

+ 1.82× 10−7
·

(
T

◦C
+ 75

)3

, (A3)

where 1ρH2O
a is the density difference due to air saturation

and T is the temperature.
We assumed the corrections for isotopic composition and

air saturation are dependent on temperature and pressure and
applied corrections in the following manner:

1ρH2O
c (T ,p)=

1ρ
H2O
0 (T ,p)

1ρ
H2O
0

(
Tρmax ,p0

) ·1ρH2O
c

(
Tρmax ,p0

)
(A4)

and

1ρH2O
a (T ,p)=

1ρ
H2O
0 (T ,p)

1ρ
H2O
0 (T ,p0)

·1ρH2O
a (T ,p0) , (A5)

where the corrections are scaled to the density of water with
VSMOW isotopic composition based on their valid states of
temperature T and pressure p. The water reference density is
consequently given by

ρ
H2O
ref = ρ

H2O
0 +1ρH2O

c +1ρH2O
a . (A6)

Uncertainties for the calculated densities ρIAPWS−95 relevant
for the temperature range of 5 to 35 ◦C given by Wagner

and Pruß are 1 g m−3 for atmospheric pressure, 10 g m−3 for
pressures up to 10 MPa, and 30 g m−3 for pressures up to
100 MPa. The uncertainties of corrections for isotopic com-
position and air saturation including the measurements and
calculations contribute 10 % to the overall uncertainty in
the seawater density measurements at atmospheric pressure
(Schmidt et al., 2016).

Appendix B: Relation uncertainty

The density–salinity relation is an empirical thermophys-
ical equation of state, the formulation of which is deter-
mined by the underlying measurement values and their as-
sociated uncertainties, which were determined in accordance
with the Guide to the Expression of Uncertainty in Measure-
ment (GUM) adopted by the Joint Committee for Guides in
Metrology (JCGM) in 2008 (JCGM GUM, 2008).

To calculate the uncertainty in predicted results of the
density–salinity relation, the Monte Carlo method (MCM)
as described in Supplement 2 to the GUM (JCGM GUM S2,
2011) was applied. In the MCM, n= 15 000 random values
(for atmospheric and high pressures) of each particular mea-
surement value were generated based on the associated un-
certainty distribution; in the case of the relative density val-
ues 1ρ0 and 11ρ0, this is a t-distribution. The result is a
data set with n subsets that are used to fit the equation coef-
ficients n times. The final value of a coefficient is obtained
by calculating the mean value of all (random) coefficient val-
ues resulting from the n fits. The standard uncertainty in a
coefficient is obtained by calculating the standard deviation.
For calculation of the uncertainty in a predicted value, the
correlations between the fit coefficients have to be taken into
account. These are obtained by calculating the particular em-
pirical correlation coefficients using the random data.

Since the applicability of MCM described in the GUM S2
is by definition limited to measurement models that usually
involve the use of physical laws, the uncertainty in a pre-
dicted value determined in this way may not be consistent.
For this reason, the consistency of the predicted uncertain-
ties has to be evaluated.

A common approach to evaluate the consistency of a fit
equation is to compare the values of the fit residual1 against
their associated uncertainty U (1). A particular U (1) is cal-
culated using the law of propagation of uncertainty:

U (1)= (B1)√
U(1ρm)

2
+U

(
1ρp

)2
+ 2 ·U (1ρm) ·U

(
1ρp

)
· r
(
1ρm,1ρp

)
,

where r
(
1ρm,1ρp

)
is the empirical correlation coefficient

of the predicted and measured values. Because in the fit pro-
cess e.g. the residual sum of squares (RSS) is minimized,
the predicted and measured densities are necessarily corre-
lated; hence, r

(
1ρm,1ρp

)
6= 0. Since this is commonly not

considered in the consistency verification, the uncertainty
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in predicted values may be overestimated or underestimated
(Schmidt, 2017). The correlation coefficient r

(
1ρm,1ρp

)
6=

0 was obtained by calculating the predicted value n times us-
ing the n subsets of the fit coefficients gained with the MCM
described above.

Next, every calculated residual uncertainty at a probabil-
ity of 95.45 % was compared to the corresponding resid-
ual to evaluate the uncertainty, which is associated with
the predicted value. In the case of the density–salinity re-
lation consistency verification, 95.45 % of the residuals had
to be smaller than their associated uncertainties; thus, |1| =∣∣1ρm−1ρp

∣∣≤ U (1). When this was not the case and more
than 4.55 % of the residuals were higher than their corre-
sponding uncertainties, the uncertainty in the predicted value
was increased gradually until the criterion was fulfilled. The
increased uncertainty was then adopted for any predicted
value in the corresponding atmospheric or high-pressure re-
gion.
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